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Sammendrag:

Denne avhandlingen bygger pa sju vedlagte arlikler,
som alle er publiser i internasjonale vitenskapelige
tidsskrifter. Hovedproblemstillingen i avhandlingen er
om det er mulig & benytte meta-analyse som et
hjelpemiddel til & bedemme den metodiske kvalileten
pa evalueringsforskning. Med evalueringsforskning
menes all forskning som har til hovedformal a
undersgke effekter av offenllige fillak pa et bestemt
omrade. | avhandlingen benyttes studier av effekter
av trafikk-sikkerhetstilfak som eksempel.
Avhandlingen drefter validitetsbegrepet og lorestar et
sett av formelle validiletskriterier som tenkes benyttet
tit & bedemme den metodiske kvalitelen til
evalueringsstudier. Det skilles mellom fire former for
validitet: Statistisk validitet, teoretisk validitet, intern
validitet og ekstern validitet. Det foreslas tjue kriterier
pa validitet. Ni av disse gjelder slatislisk validitet, fire
gjelder teoretisk validitet, fire gjelder inlern validilet og
tra gjelder ekslemn validitet.

| de sju vedlagte artiklene brukes disse kriteriene
systematisk til & bedemme validiteten til
effektmalinger av trafikksikkerhetstiltak, Det
konkluderes med at meta-analyse til en viss grad gjer
del mulig & skille mellom gode og darlige
undersekelser, men at man neppe kan forvente at
bruk av meta-analyse vil avklare alle stridssparsmal
som omgir evalueringsforskning.
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summarise and assess the validity of empirical research. In this dissertation, meta-
analysis has been applied to road safety evaluation studies. It is likely that these
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The permission of Elsevier Science Ltd, publisher of Accident Analysis and Pre-
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THE INSTITUTE OF TRANSPORT ECONOMICS
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Summary:

Assessing the Validity of Evaluation
Resear ch by Means of Meta-Analysis

The subject of this dissertation is how to assess the validity of evaluation research
by means of meta-analysis. The term evaluation research denotes applied research
designed to measure the effects of public measures taken to reduce socia problems,
like road accidents. The quality of this kind research is described in terms of a set
of criteria of validity. Metaanayss denotes quantitative techniques for
summarising the results of a set of studies made to evaluate the effects of certain
measures.

Evaluation resear ch is often controver sial

The starting point of this dissertation is the fact that evaluation research is often
controversial. Controversies over evauation research tend to start when the results
of this research are unexpected or counterintuitive. Examples of counterintuitive
results from road safety research in Norway include the finding that marked pe-
destrian crossing facilities increase the number of accidents and that skid training of
car drivers increases the number of accidents. Results like these are met with
disbelief. A relevant question then becomes: When can we trust evaluation studies?
What characterises a good evaluation study, and what characterises a poor
evauation study?

It ispossibleto identify good and bad evaluation research

Some people might be inclined to say that it isimpossible to identify good and bad
evauation research. In the final analysis, it al boils down to whether we like the
results of a study or not. This point of view is emphaticaly reected in this
dissertation. It is argued that comparatively objective criteria of good evaluation
research can be developed. The term “comparatively objective” implies that the
criteria of good evaluation research are:

1 Stated in sufficiently clear termsto rule out highly diverging interpretations, and

2 Based on methodological principles and rules that are very widely (but perhaps
not universally) supported by researchers, and not at least,

3 Independent of the results of the studies, and therefore also independent of
whether we “like” or “dislike” these results.

In this dissertation, criteria of good evaluation studies have been developed within
the framework of the validity system proposed by Cook and Campbell (1979). In

Thereport can be ordered from:
Institute of Transport Economics, PO Box 6110 Etterstad, N-0602 Oslo, Norway

Telephone: +47 2257 3800 Telefax: +47 2257 02 90 i
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this framework, the validity of a study or set of studiesis defined as approximation
to the truth. The more and stronger reasons we have for believing that a study or set
of studies comes close to the truth, the higher is the validity of that study or set of
studies. A total of 20 criteria of validity are proposed. These criteria refer to four
types of validity: Statistical conclusion validity, theoretical validity, internal
validity and external validity.

Criteria of validity in evaluation research

Statistical conclusion validity refers to the numerical accuracy, reliability and
representativeness of the results of a study or set of studies. Nine criteria of statis-
tical conclusion validity have been developed. The first five of these refer to a
single study, the last four refer to a set of studies. The criteria are:

1 The sampling technique used in a study

Sample size

Measurement reliability, for al variablesincluded in a study

The presence of systematic errorsin data

Choice of technique of analysis

The commensurability of the dependent variablesin a set of studies
Publication bias

The shape of the distribution of a set of results, particularly in terms of modal-
ity, skewness and outlier bias

0 N o o A WN

9 The robustness of the mean result of a set of studies with respect to how it is
estimated.

Theoretical validity denotes the extent to which a study has an explicit theoretical
basis that provides an explanation of the findings of the study. Large parts of
evaluation research are comparatively atheoretical. The following criteria of theo-
retical validity have been formulated:

1 Theextent to which an explicit theoretical basis has been developed for a study

2 The possibility of giving adequate operational definitions of theoretical con-
cepts used in a study

3 If the theory on which a study is based can contribute to explaining the findings
of the study or not

4 If the theory on which a study is based is supported by the findings of the study
or not.

Internal validity refers to the possibility of inferring a causal relationship between
the measure that is being evaluated and the dependent variables this measure is
intended to influence. Seven criteria of internal validity are proposed:

1 There should be a statistical relationship between the causal variable and the
dependent variable.

2 Thedirection of causality should be clear.

i:\toiarkiv\rapport\1999\430-1999\repsumm.doc
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3 The relationship between cause and effect should persist when confounding
variables are controlled.

4 It should be possible to identify a causal mechanism that explains why the cause
produces the effect.

5 The relationship between cause and effect should be reproduced in severa
studies, preferably made in different contexts.

6 If thereis sufficient variation in both cause and effect, there should be a dose-
response relationship between cause and effect.

7 If an effect is believed to exist only in certain group, it should be found only in
that group and not outside it (specificity of effect).

These criteria partly overlap those of statistical, theoretical and external validity. It
is only criteria number 2, 3, 6 and 7 on the above list that refer specifically to in-
ternal validity. External validity refers to the possibility of generalising the results
of a set of studies to other contexts and settings than those in which each of studies
in the set was made. This kind of generaisation is often desirable in evauation
research. One wants to know, for example, if the results of studies made in coun-
tries A, B and C apply to country D as well. Generalising across countries in this
manner is common in evaluation research, since not every country can do its own
research in every subject. Three criteria of external validity are proposed:

1 The stability of the results of a set of studies over time
2 Thestability of the results of a set of studies across countries

3 The stability of the results of a set of studies across study contexts (details of
the context have to be specified on a case-by-case basis).

The criteria of validity have been applied in seven journal papers

The criteria of validity proposed in part 1 of this dissertation have been applied in
seven journal papers that make up part 2 of the dissertation. These papers apply
meta-analysis in order to assess the validity of road safety evaluation studies. Six
of the papers were published in Accident Analysis and Prevention (1995-1998),
one was published in Transportation Research Record (1995). In the papers, stud-
ies have been sorted according to validity by using 13 of the 20 criteria listed
above.

Papers 1 (guard rails and crash cushions), 2 (road lighting) and 4 (daytime running
lights on cars) are quite similar in their general approach to analysis. All papers
test various aspects of statistical conclusion validity and interna validity, with
some attention paid to external validity as well. The logodds methods of meta-
anaysisisapplied in al these papers.

Paper 3 concentrates on the external validity of studies and introduces a s mple way
of testing the stability of results over time. Thisis done by partitioning the evidence
from previous studies into fractiles, and using the results from “early” fractiles, that
is the first studies, to predict the results of “later” fractiles, that is the most recent
studies.

IATOIARKIV\RAPPORT\1999\430-1999\Repsumm.doc iii
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Paper 5 (black spot treatment) assesses an important aspect of internal validity,
which is the control of confounding variables in non-experimental before-and-after
studies. Using studies of road accident black spot treatment as a case, the paper
shows how different levels of control of known confounding factors can influence
the results of studies. The results confirm what is known as the Iron Law of
Evauation Studies. This “law” states that the better an evaluation study is tech-
nically, the smaller are the effects it attributes to the measure that is eval uated.

Paper 6 discusses various aspects of the statistical conclusion validity of a set of
results and of meta-analyses of a set of results. This paper also briefly discusses the
choice of technique of meta-analysis — a subject deserving more attention. The
paper shows how meta-analysis can be used as a diagnostic tool to assess if it
makes sense to estimate a weighted mean result based on a sample of results. One
of the most common objections to meta-analysis, is that it computes meaningless
“mean effects’ that paste over important differences. Paper 6 shows that, at least to
some extent, it is possible to test the merits of this objection within the framework
of meta-analysis. In other words, and perhaps somewhat paradoxically, one has to
do at least part of a meta-analysis in order to determine if it makes sense to
combine a set of resultsinto aweighted mean by means of meta-analysis.

The focus of paper 7 is rather different from the other six papers. Paper 7 discusses
factors that influence the validity of evaluation studies, in particular whether studies
published in peer reviewed scientific journals score higher for validity than similar
studies not published in scientific journals. In order to shed light on this issue, the
paper applies the validity system developed in the other six papers and in part 1 of
this dissertation. The paper shows that there is, at best, only a dight tendency for
papers published in scientific journals to score higher for validity than papers not
published in such journas. The analysisin this paper is, however, very smple and
should be regarded as exploratory only.

M eta-analyses can be widely applied in transport resear ch

The dissertation shows that a critical application of meta-analysis can be of help in
summarising the results of studies in subjects where there is a large number of
empirica studies, and some of these studies do not have the technical quality one
would ideally want in evaluation studies.

Evaluation research, at least road safety evaluation research, is usually applied
non-experimental research done with tough deadlines and a small budget, and
usualy relying on incomplete or error ridden data. It should come as no surprise
that this kind of research does not aways meet the strictest standards of scientific
rigour as far as study design and data analysis are concerned. On the contrary, one
should rather expect shortcomings in both data and methods in this kind of research
to be the norm, and not the exception.

This fact may lead some people to become overly pessimistic with respect to the
prospects of ever getting credible results from evaluation research: This kind of
research is so flawed that we can never be in a position to trust the results of it.
Such a point view is, however, not very constructive, because it is difficult to
imagine that evaluation research will ever be granted terms that are maximally
conducive to scientific rigour.

i:\toiarkiv\rapport\1999\430-1999\repsumm.doc
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It is more redlistic to expect the quality of evaluation research to continue to vary
substantialy, but only rarely come close to perfection. The task facing those who
want to extract the best established knowledge from this research is, smply put, to
sort out the good studies from the bad ones. Meta-analysis can help in accom-
plishing this task, but it can never capture all relevant considerations in assessing
study quality. There are aspects of study quality that do not lend themselves to
numerical coding and cannot be brought within the framework of meta-analysis.

It is nevertheless obvious that meta-analysis can be widely applied to evaluation
research, not just road safety research, but transport research in general, as well as
research in other subject areas.

I'\TOIARKIV\RAPPORT\1999\430-1999\Repsumm.doc \Y
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Sammendrag:

Vurdering av kvaliteten pa
evalueringsforskning ved hjelp av
meta-analyse

Temaet for denne avhandlingen er hvordan man kan vurdere kvaliteten pa evaue-
ringsforskning ved hjelp av meta-analyse. Med eva ueringsforskning menes anvendt
forskning som har til hovedformd & mde virkninger av offentlige tiltak, for
eksempel trafikksikkerhetstiltak. Kvaliteten pa dik forskning beskrives ut fra et sett
av kriterier for hva som er god forskning. Meta-analyse er en tallmessig opp-
summering av resultater av en rekke undersgkelser som er gjort for & male virk-
ninger av bestemte offentlige tiltak.

Evalueringsforskning er ofte kontroversiell

Bakgrunnen for avhandlingen er at evalueringsforskning ofte er kontroversiell. Strid
om dik forskning oppstar saarlig nér den kommer til overraskende og kontraintuitive
resultater. Eksempler pa dike resultater i norsk trafikksikkerhetsforskning er funn
som tyder paat oppmerking av gangfelt gker ulykkestallet og at glattkjeringskurs for
bilfarere gker ulykkestallet. Slike resultater blir ikke alltid trodd. Spgrsmdlet blir
da ofte: Kan en egentlig tro pa resultatene av evalueringsforskning, eller nér kan en
tro pa resultatene av dlik forskning? Hva er en god undersgkelse om virkninger av
et tiltak, og hva er en darlig undersgkel se om dette?

Gode og darlige under sgkelser kan skillesfra hverandre

Enkelte vil muligens hevde at det ikke er mulig a skille mellom gode og darlige
undersgkelser. Det hele blir til syvende og sist et spgrsma om vi liker resultatene
eler ikke. | denne avhandlingen argumenteres det klart mot en dik oppfatning.
Denne avhandlingens utgangspunkt er at det er fullt mulig & formulere et tilnaarmet
objektivt sett av kriterier for hva som er gode og dérlige undersekelser i eva-
lueringsforskning. Med "tilnsarmet objektivt” menes at kriteriene for hva som er god
forskning kan:

1 formuleressaklart at de ikke gir rom for sterkt divergerende tolkninger, og at

2 kriteriene bygger pa normer for god forskningsmetode som har svaat bred
tildutning blant forskere, og ikke minst at

3 kriteriene er uavhengige av innholdet i resultatene av en undersgkelse og der-
med uavhengige av om vi "liker” eller "ikke liker” disse resultatene.

Rapporten kan bestilles fra:
Transportgkonomisk institutt, Postboks 6110 Etterstad, 0602 Oslo

Telefon: 22573800 Telefax: 22 57 02 90 |



Vurdering av kvaliteten pa eval ueringsfor skning
ved hjelp av meta-analyse

Kriterier for gode og darlige undersakelser i evaueringsforskning er i avhand-
lingen formulert med utgangspunkt i Cook og Campbells (1979) vaiditetssystem.
Vdliditet defineresi denne sammenheng som graden av tilnsamelse til sannheten. Jo
naamere sannheten vi har grunn til a tro at resultatene av en undersakelse, eller et
sett av undersgkelser, ligger, desto hgyere er validiteten. Det er i avhandlingen
utformet i alt 20 kriterier for validitet i evalueringsforskning. Kriteriene er knyttet
til fire hovedformer for validitet: statistisk validitet, teoretisk validitet, intern
validitet og ekstern validitet.

Kriterier for & skille gode og darlige under sgkelser fra hverandre

Med datistisk validitet menes graden av tallmessig ngyaktighet, feilfrihet og re-
presentativitet i resultatene av en undersgkelse eller et sett av undersgkelser. Det er
formulert ni kriterier for statistisk validitet. De fem forste gjelder enkeltunder-
sekelser, defire siste gjelder et sett av undersgkelser. Kriteriene gjelder:

Utvalgsmetoden som er brukt til &velge ut enhetenei en undersokelse
Utvalgssterrelsen, det vil s antallet enheter i en undersokel se
Malingers reliabilitet, bade for uavhengige og avhengige variabler
Forekomst av systematiske feil i datagrunnlaget i en undersgkelse
Valg av analyseteknikk for & andysere datai en undersgkelse

o O~ W N PP

Sammenlignbarhet i definigonen av de avhengige variabler i et sett av under-
sokelser

Forekomst av publikasjonsskjevhet i et sett av undersakel ser

Formen pa fordelingen av resultater i et sett av undersgkelser med hensyn il
modalitet, skjevhet og sterkt avvikende datapunkter

9 Hvor robust et gjennomsnittsresultat fra et sett av undersgkelser er med hensyn
paméten det er beregnet pa.

Teoretisk validitet betegner i hvilken grad en undersgkelse bygger pa et klart for-
mulert teorigrunnlag som forklarer resultatene av undersekelsen. Mye evalue-
ringsforskning er relativt ateoretisk. Kriterier for teoretisk validitet omfatter:

1 | hvilken grad det er formulert et eksplisitt teorigrunnlag for en undersekelse,
for eksempel | form av hypoteser som skal testes.

2 Om teoretiske begreper som brukes i en undersgkelse kan operasjonaliseres
tilfredsstillende.

3 Om teorien som er formulert kan forklare hvordan det undersgkte tiltaket kan
virke pa det problem det er ment & lase (trafikkulykker eller personskader for
trafikksikkerhetsforskning).

4 Om teorien som ligger til grunn for en undersgkelse stettes av resultatene av
undersgkelsen eller ikke.

Intern validitet gjelder sparsmalet om i hvilken grad en undersakelse, eller et sett
av undersakelser, gir grunnlag for a hevde at det er en arsakssammenheng mellom

i:\toiarkiv\rapport\1999\430-1999\rappsamm.doc
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det undersakte tiltaket og de endringer som kan pavises i den eller de avhengige
variablene. Det er formulert gu kriterier for kausalitet i evalueringsforskning.

1 Det mavage en statistisk sammenheng mellom arsaksvariabelen og virknings-
variabelen.

2 Arsaksretningen mé kunne bestemmes entydig, det vil s at det m& kunne av-
gjeres hva som er arsak og hva som er virkning.

3 Den dtatistiske sammenhengen mellom arsak og virkning ma holde ved kontroll
for andre mulige forklaringer.

4 Det ma vage mulig & identifisere en arsaksmekanisme som forklarer hvordan
eller hvorfor arsaken skaper virkningen.

5 Sammenhengen mellom arsak og virkning ber vege reprodusert under varier-
ende betingelser i flere undersgkel ser.

6 Hvis bade drsaksvariabelen og virkningsvariabelen har en stor nok variasjon,
ber det vaare en dose-responssammenheng mellom arsak og virkning.

7 Hvis det er mulig a identifisere en klar malgruppe for arsaksvariabelen, bar
man finne en virkning av den bare i magruppen, ikke i andre grupper (spesifi-
Sitet i effekt).

Disse kriteriene overlapper delvis kriterier for statistisk, teoretisk og ekstern vali-
ditet. Kun kriteriene 2, 3, 6 og 7 er spesifikke for intern vaiditet. Ekstern validitet
betegner muligheten for a generalisere resultatene av en undersekelse utover den
spesifikke konteksten den er utfert i. Det dreier seg her ikke om statistisk generali-
sering, men om en mer skjgnnsmessig vurdering av om resultater fra undersekel ser
utfert i, for eksempel, landene A, B og C ogsa kan antas a gjelde i land D. Et dikt
spersmdl er ofte aktuelt i evalueringsforskning, fordi ikke ethvert land kan drive
egen forskning om ethvert tenkelig problem eller tiltak. Kunnskapsoverfering
mellom land er det normale. Ekstern validitet kan bare bedammes ut fra et sett av
undersgkelser. Kriteriene for dette gjelder graden av sammenfall eller stabilitet i
resultatene av et sett av undersakel ser:

1 Overtid
2 Patversav landegrenser

3 Patversav trekk ved konteksten undersokelsene er utfert i (relevante trekk ved
konteksten ma konkretiseresi hvert tilfelle).

Kriterienefor gode undersgkelser er anvendt i gu artikler

De kriterier for gode undersgkelser som er formulert i del 1 av avhandlingen, er i
del 2 anvendt i gu artikler publisert i fagtidsskrifter. | ale disse artiklene er meta-
analyse anvendt for & oppsummere resultater av et sett av undersgkelser og sortere
disse undersgkelsene etter kvalitet. Sorteringen etter kvalitet er gjort ved a kode
undersgkel sene pa grunnlag av de kriterier for validitet som er nevnt over. | alt er
13 av de 20 kriteriene anvendt i de gu tidsskriftartiklene. Seks artikler er publisert
i Accident Analysis and Prevention i arene 1995-1998, en artikkel er publisert i
Transportation Research Record i 1995.
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Vurdering av kvaliteten pa eval ueringsfor skning
ved hjelp av meta-analyse

Artiklene 1 (om vegrekkverk og stetputer), 2 (om vegbelysning) og 4 (om kjarelys
pa biler) er forholdsvis like i sin oppbygging. | disse tre artiklene legges hoved-
vekten pa a vurdere ulike sider ved statistisk validitet og intern vaiditet i de
undersekel sene som oppsummeres. Logoddsmetoden for meta-analyse er brukt i
disse artiklene.

Artikkel 3 konsentrerer seg om ekstern validitet og viser en enkel méte for testing
av stabiliteten over tid i resultatene av et sett av undersgkelser. Metoden gar ut paa
deleinn undersekelsenei fraktiler og bruke resultatene av "tidlige” fraktiler, det vil
s av de eldste undersgkelsene, til a predikere resultatene av "sene” fraktiler, det
vil s de nyeste undersekelsene.

Artikkel 5 (utbedring av ulykkesbel astede steder) er i sin helhet viet sparsmalet om
kontroll for konkurrerende forklaringer i fer-og-etterundersekelser av utbedring av
spesielt ulykkesbelastede steder. Artikkelen viser at jo bedre kontroll en
undersgkelse har over en del kjente feilkilder i far-og-etterundersegkelser, desto
mindre blir den virkningen som kan tillegges utbedringstiltakene. Dette mensteret er
kjent som Effektmalingenes Jernlov: Jo bedre en undersakelse om effekten av et
tiltak er, desto mindre effekt finner den av tiltaket.

Artikkel 6 handler om statistisk validitet og bruk av meta-anadyse til & bedemme
den statistiske validiteten i et sett av undersgkelser. | denne sammenheng dreftes
kort ogsa spgrsmalet om hvordan valg av teknikk for meta-analyse kan pavirke
resultatene av analysen. Dette er et sparsmd det ber arbeides grundigere med.
Artikkel 6 viser for gvrig at meta-analyse kan fungere som et ypperlig diagnostisk
redskap for & teste betingelsene for at det skal gi mening a beregne et veid gjen-
nomsnittsresultat fra et sett av undersgkelser. En vanlig innvending mot meta-
analyser, er at dike analyser gar ut pa & beregne "meningsgse” gjennomsnitts-
resultater av undersgkelser som ofte er innbyrdes svaat ulike og derfor bar holdes
fra hverandre. Artikkel 6 viser at det, et langt stykke pa veg, er mulig a teste hold-
barheten av en dik innvending innenfor rammen av meta-analyse. Det er paradok-
sdt nok dik at man, i dle fal et stykke pa veg, ma gjere en meta-analyse for a
avgjgre om en sammenveling av resultater av et sett undersgkelser i form av en
meta-analyse gir mening.

Artikkel 7 har et annet fokus enn de andre seks artiklene og drefter faktorer som
pavirker kvaliteten pa evalueringsforskning, herunder spesielt om forskning som
publiseres i internagonale fagtidsskrifter med peer review holder hgyere kvalitet
enn forskning som ikke publiseres i dlike tidsskrifter. For a drefte dette sparsmaet,
anvender artikkelen et utvalg av de validitetskriterier for undersgkelser som er
nevnt foran. Analysen som gjares i artikkelen er svaat enkel og ma kun betraktes
som eksplorerende. Den tyder likevel pa at forskning som publiseres i viten-
skapelige tidsskrifter ikke nedvendigvis er noe bedre enn forskning som ikke
publiseresi slike tidsskrifter.

Meta-analyser har et stort anvendelsesomradei transportforskning

Avhandlingen viser at en kritisk bruk av meta-analyser kan vaae et nyttig hjelpe-
middel til & oppsummere kunnskap pa omréder der det foreligger et stort antall
empiriske undersakel ser, og der disse undersgkel sene ikke alltid har sa god kvalitet
som man ideelt sett skulle gnske.
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Vurdering av kvaliteten pa eval ueringsfor skning
ved hjelp av meta-analyse

Evalueringsforskning, i det minste nér det gjelder trafikksikkerhet, er ofte ikke-
eksperimentell forskning, utfert under stramme tidsrammer og gkonomiske rammer,
og ofte pa grunnlag av mangelfulle data. Det er derfor ikke saalig overraskende at
dik forskning ikke alltid oppfyller de kriterier for god forskning som kan stilles opp
pa grunnlag metodelitteraturen. Tvert om ma man vente at svakheter ved
datagrunnlaget og metoden er hovedregelen, snarere enn unntaket, i dik forskning.

Denne virkeligheten kan kanskje friste noen til naamest & bli kunnskapsfornektere:
Evalueringsforskningen er jevnt over sa darlig at vi ikke kan stole pa noe av den.
En dik innstilling er imidlertid ikke spesielt konstruktiv, fordi det er vanskelig &
tenke seg at evaueringsforskningen noensinne skal kunne forega under de ideclle
betingelser som sikrer at alle kriterier for god forskning blir oppfylt i ale
undersgkelser overalt og til enhver tid.

Vi mai stedet regne med at evalueringsforskningen alltid vil vaae av varierende
kvalitet, og kun gelden komme i nagheten av det fullkomne. Oppgaven for den som
ska fa fram/oppsummere de mest holdbare konklusonene ut fra den kunnskap
denne forskningen gir, blir da, enkelt sagt, & skille de gode undersgkelsene fra de
darlige. Til dette formd er meta-analyser et nyttig hjelpemiddel, men det kan adri
bli det eneste. Ikke alle kriterier for god forskning egner seg like godt for en
tallmessig koding innenfor rammen av en meta-analyse.

Det synes likevel dpenbart at meta-analyser har et stort anvendelsesomréde i eva-
lueringsforskning, ikke bare i trafikksikkerhetsforskning, men ogsa i transport-
forskning generelt og pa andre fagomrader.
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Assessing the Validity of Evaluation Research
by Means of Meta-Analysis

1 Introduction

Applied research, in particular evaluation research, is generally held in low
esteem in the academic world. Reasons for this are not difficult to find. Evaluation
research is widely regarded as atheoretical. It rarely contributes to the develop-
ment of models of general interest. The results of evaluation research are rarely
published in the most prestigious academic journals. The knowledge embodied in
this research therefore rarely finds its way into the material used for teaching in
academic institutions. Evaluation research is often non-experimental. It is done on
an ad hoc basis, often using poor data and simple techniques of analysis. Its
results are therefore highly uncertain and of unknown generality. Finally, but
perhaps not of least importance, evaluation research is often done on a contract
basis. A sponsor with vested interests in the results pays for the research and
decides what use, if any, is to be made of the results. Evaluation researchers are
hence suspected of being less than perfectly objective. Cynthia Crossen (1994,
154) puts it bluntly:

”It is rare that a public policy study contradicts the beliefs of its sponsor.
Contradictory studies suggest data so compelling that the researcher is essen-
tially forced to shoot him- or herself in the foot by displeasing whoever is
paying the bills. The sponsor usually fights back, trying to neutralize the re-
search by disavowing it.”

Her book contains numerous examples of controversies that have arisen as a con-
sequence of evaluation research in the United States. It is perhaps only a slight
exaggeration to say that, in the United States, controversy over the results of eval-
uation research has become the norm. For nearly every evaluation study claiming
that A is true, there is at least one study claiming that not-A is true. All findings
are disputed. Policy makers are essentially free to believe whatever they like.
They can almost always cite an evaluation study to support their position. It is
small wonder that the status of evaluation researchers has fallen like a rock.

Is there a way out of this mess? This dissertation suggests ways of assessing
evaluation research that may resolve at least some of the controversies currently
surrounding it and restore some of the confidence in this kind of research. It is not
suggested that every controversy can be resolved by appealing to objective
criteria for assessing the quality of evaluation research. It is argued, however, that
a number of methodological aspects of studies that are widely regarded as
important in the scientific community, can be assessed in a fairly, if not perfectly,
objective manner to help identify the best studies in a set of evaluation studies
dealing with a certain subject. The basic message of this dissertation is that meta-
analysis of evaluation research can be applied in order to assess its validity.
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The dissertation rests on the firm belief that validity is of utmost importance in
evaluation research. While some objections to this belief can be imagined and will
be examined, they are in my opinion not convincing. There is indeed a profound
irony in the low academic status of evaluation research, and it has to do with the
role of validity in evaluation research. If a university professor fouls up an experi-
ment, it is in most cases only his or her own academic career that suffers. Nobody
else are affected. But if, say, a road safety researcher wrongly concludes that a
measure he or she has evaluated is ineffective in preventing accidents, people on
the road may be unnecessarily killed or injured. Evaluation researchers had better
be right, otherwise lives may be unnecessarily lost or avoidable injuries may be
sustained. The potential consequences of erroneous conclusions in evaluation re-
search are of course not always this serious. But in some areas of evaluation re-
search, particularly in subjects related to public health and safety, the potential
practical consequences of erroneous conclusions in research are very serious
indeed.

If status in the academic community was based on the social responsibility that
researchers carry for the use of results of their research, evaluation researchers
ought to be on top of the pecking order, not at its bottom. Herein lies the irony of
the present low status of evaluation research.

The present dissertation is based on the appended papers, which have been
published in scientific journals. The papers contain meta-analyses of road safety
evaluation studies, and focus on different aspects of the validity of these studies.
They illustrate the uses to which meta-analysis can be put in order to assess the
validity of evaluation research in a certain subject area. The purpose of this intro-
duction and synthesis is to summarise the appended papers and put them into a
larger perspective. The introduction will be devoted to broadening the perspective
and discuss some more fundamental questions that are not dealt with in the ap-
pended papers. Once the positions taken on the more fundamental questions have
been clarified, a fairly detailed account of various aspects of validity and app-
roaches to testing it is given. This account paves the way for a summary of the ap-
pended papers and a discussion of possible future developments in meta-analysis.
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2 Statement of the Problem

The basic question to be discussed in this dissertation can be stated as follows:

To what extent is it possible to assess the validity of evaluation research by
conducting meta-analysis of evaluation research studies?

In order to meaningfully discuss this question, it is necessary to first deal with
some fundamental issues that arise in the assessment of research. The most im-
portant of these issues include:

Is it possible at all to establish objective criteria of validity in research? Or do
the criteria accepted at any time merely reflect the dominant prejudices among
researchers?

Provided that criteria of validity can be established, what is the relevance of
those criteria for assessing evaluation research? Should evaluation research be
assessed strictly in terms of its validity, or are other bases for assessment more
relevant?

What forms of knowledge, and which aspects of the research process, can be
incorporated into formal criteria of validity? Is any formal list of criteria of
validity likely to be supported by the majority of researchers and by the public?

Provided widely accepted formal criteria of validity can be established, is
meta-analysis the best approach to assessing the extent to which research
conforms to these criteria? Will different approaches to meta-analysis give
different results?

These questions have been put in a logical sequence. The first question refers to
the epistemologic basis for establishing criteria of validity in science. One school
of thought within epistemology, epistemologic relativism, argues that no objective
criteria can be given to separate science from pseudo-science. A leading
proponent of epistemologic relativism is Paul Feyerabend (1975, 1978, 1987). His
position on the status of science will be discussed in the next section. If his
position is accepted, the other questions listed above become irrelevant. If it is
accepted that there are no objective criteria for deciding if an activity is scientific
or not, then, a fortiori, there are no criteria for deciding if it is good science or bad
science.
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The second question assumes that criteria of validity make sense, but raises the
issue of their relevance. It has been argued, for example, that credibility is more
important in evaluation research than truth. Moreover, criteria of validity gener-
ally apply strictly to the technical aspects of research, not to the issue of how
topics are chosen for research. It is more important to concentrate on important
social problems in evaluation research, than to study the impacts of often minor
interventions that at best constitute a very limited contribution to solving the prob-
lems.

The third question concerns the possibility of developing criteria of validity
that are widely accepted by researchers and fruitful in the sense that they can be
applied to all forms of knowledge that are recognized as part of scientific know-
ledge. There is no standard definition of validity. For some common definitions,
see, for example, Black and Champion (1976), Hellevik (1977), Cook and
Campbell (1979) and Carmines and Zeller (1979). The lack of a standardized
concept of validity entails the risk that any set of formal criteria for assessing
validity will be parochial and not adequately cover all the aspects identified by the
various definitions of the concept. Besides, formal criteria of validity may have
greater difficulty in capturing the relevant aspects of validity of some forms of
knowledge than of others. Scientific knowledge comprises not just the quantified
results of empirical research, but theories, concepts and even tacit knowledge.
These forms of knowledge can be difficult to assess by means of formal criteria of
validity.

Finally, the fourth question raises the issue of whether meta-analysis is the best
approach for assessing the validity of research, granted that criteria of validity
have been formulated. Meta-analysis is quantitative. This means that it is more
readily applied to those aspects of research that are quantified than to aspects that
are difficult or impossible to quantify. Several techniques of meta-analysis exist.
Which of these techniques, if any, is the best one to use if one wants to assess the
validity of a set of studies? This question needs to be answered, otherwise the
element of arbitrariness in the results of meta-analyses designed to assess the vali-
dity of a set of studies may be felt to be too large.

Before discussing these questions more carefully, it is necessary to briefly discuss
and define the key concepts of this dissertation. They are: evaluation research,
validity, assessment of validity and meta-analysis.
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3 A Brief Discussion of Key Concepts

The basic problem to be discussed in this dissertation was formulated in section 2.
The key concepts involved in the discussion of this question are: evaluation re-
search, validity, assessment of validity and meta-analysis. The concepts will be
discussed in that order.

Evaluation research denotes applied research designed to estimate the effects (im-
pacts, consequences) of measures (interventions, programs) implemented to alle-
viate social problems. The terms effects, impacts and consequences are used inter-
changeably. They all denote the dependent variable in evaluation research, which
is usually the size of the change in a quantitative variable that measures the prev-
alence or severity of a certain social problem. Typical examples of social prob-
lems that are the subject of evaluation research include crime, poverty, unemploy-
ment, accidents and drug abuse. Measures taken to alleviate the problems may be
of a technical, economic or behavioural nature. The terms measures, interventions
and programs are used interchangeably. Introductory textbooks in evaluation re-
search include Weiss (1972), Cook and Campbell (1979), Rossi and Freeman
(1985), Pollard (1986), Mohr (1992) and Stern and Kalof (1996).

Validity will be defined in this dissertation as the degree to which research ap-
proximates the truth. This definition is taken from Cook and Campbell (1979). It
is preferred to the more common definition given in, for example, Hellevik
(1977), which states that research is valid to the extent it measures what it pur-
ports to measure. As will become apparent in subsequent sections of this disserta-
tion, the definition of validity given by Cook and Campbell (1979) covers more
aspects of the concept than any other definition found in social science textbooks.
The words “approximates the truth” in the definition are used deliberately, since
researchers can never claim to know the truth for sure. The best that can be ac-
complished in empirical social research, is to conduct studies in ways that are not
known to lead to systematic errors, and to argue on that basis that the results are
not (positively) known to deviate from the truth. This, however, is not the same as
to claim that the truth has been found.

Assessment of validity denotes a systematic evaluation of the validity of research
for the purpose of identifying the most valid studies in a set of studies dealing
with a certain subject. In order to be included in an assessment of validity, all
studies should deal with the same subject; hence, assessment of validity requires a
delineation of the subject for which the validity of studies is to be assessed. The
main point of conducting an assessment of validity is, of course, to get as close to
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the truth as possible. It will be assumed that validity comes in degrees. It will not
be assumed that an assessment of validity is, or ought to be, entirely quantitative.

Meta-analysis denotes a family of statistical techniques that have been developed
for the purpose of synthesising or summarising the results of a set of evaluation
studies. Meta-analysis is the quantitative analysis of literature. It will often be the
case that, say, some 15-20 evaluation studies have estimated the effects of a mea-
sure. The results of these studies are likely to differ. Meta-analysis seeks to
answer the question of what is the best estimate of the average effect of the
measure, by using statistical techniques to summarize the results of the studies. It
also investigates sources of variation in study findings, including the technical
quality of the studies. Introductory textbooks in meta-analysis include Fleiss
(1981), Glass, McGaw and Smith (1981), Light and Pillemer (1984), Hedges and
Olkin (1985), Wolf (1986), Hunter and Schmidt (1990), Rosenthal (1991) and
Cooper and Hedges (1994).

A more detailed discussion of these concepts, particularly the concept of validity,
will be undertaken in subsequent sections of the dissertation.
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4 The Arguments of Epistemologic
Relativism

If concepts like truth and reason are as elusive as argued by epistemologic rela-
tivism, the task of trying to assess the validity of research may founder before it
gets started. This section will discuss some of the arguments of epistemologic
relativism as they have been presented by its most outspoken advocate, Paul
Feyerabend, concentrating on those arguments that seem to be most relevant to
the subject of this dissertation.

One of the main points of epistemologic relativism is that no objective criteria
exist to separate science from non-science. Feyerabend (1987, 5) defines objective
as “valid irrespective of human expectations, ideas, attitudes and wishes”. He
argues that (1987, 304) "the way in which scientific problems are attacked and
solved depends on the circumstances in which they arise, the means available at
the time and the wishes of those dealing with them. There are no lasting boundary
conditions of scientific research.” (emphasis added).

It follows from this that it is not possible to distinguish on an objective basis
between good and bad science. Feyerabend states (1987, 75) that ”what counts as
evidence, or as an important result, or as ”sound scientific procedure”, depends on
attitudes and judgements that change with time, profession and occasionally even
from one research group to the next.” He further claims that (1987, 36): "There is
no one scientific method”, but there is a great deal of opportunism; anything
goes - anything, that is, that is liable to advance knowledge as understood by a
particular researcher or research tradition.” The widespread belief that knowledge
grows and is refined as research makes progress is dismissed as unfounded by
Feyerabend (1987, 188): "The development of knowledge is not a well planned
and smoothly running process; it, too, is wasteful and full of mistakes; it, too,
needs many ideas and procedures to keep it going. Laws, theories, basic patterns
of thinking, facts, even the most elementary logical principles are transitory re-
sults, not defining properties of this process.”

According to Feyerabend, normative epistemology, as taught in textbooks and
propagated by, for example, Popper (1979) is just a set of post hoc rationalizations
of opportunistic choices made by researchers who were not always motivated by
an interest in the truth exclusively, but may have taken their own future academic
careers into consideration as well. He repeatedly stresses that science is just one
tradition among many”, clearly implying that truth is just one virtue among many.

Feyerabend is known to be deliberately provocative (Siegel 1989). However,
by yielding to that temptation, Feyerabend has painted himself into a corner he
cannot get out of. The problem is essentially one of self contradiction. Feyerabend
says that science is just one tradition among many. So indeed are Feyerabend’s
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own views of science. They are just one point of view among many. Complete re-
lativism is completely self contradictory. If, as argued by Feyerabend, certain
normative theories of science cannot be rationally justified, then neither can the
argument that such theories cannot be rationally justified. Principles of rational
argument either exist or they do not. If they do not exist, Feyerabend cannot use
them to defend his points of view. If they do, then complete relativism cannot be
correct.

Feyerabend uses rational argument to argue against rationality and reason
(Siegel 1989). Although insisting on the opposite, he is in fact fully committed to
the objectivity of reasons and arguments. Otherwise, nobody would have any
reason to take any of Feyerabend’s arguments seriously. But Feyerabend clearly
intends his arguments to convince other people.

Hovi and Rasch (1996, 19), in discussing Feyerabend’s position, point out that
the fact that science may have been less than perfectly rational at certain times
cannot be invoked as an argument for rejecting an ideal of scientific rationality. It
does not make sense, they conclude, to argue against scientific rationality al-
together, only against particular interpretations of scientific rationality.

What, then, are the most convincing elements of relativism? It is certainly true
that the normative standards of good science have evolved over time and are
neither immutable nor independent of the social setting in which they were deve-
loped. Bertrand Russell has nicely captured the social basis of preferences in his
theory of the origins of Hell (1935, 143):

”Norway and Sicily both have ancient traditions; they had pre-Christian reli-
gions embodying men’s reactions to the climate, and when Christianity came it
inevitably took very different forms in the two countries. The Norwegian
feared ice and snow; the Sicilian feared lava and earthquakes. Hell was in-
vented in a southern climate; if it had been invented in Norway, it would have
been cold.”

It seems likely that influences of a similar nature (though not in a literal sense, of
course) have shaped the development of normative standards of science. The in-
vention of computers has made it possible to conduct vastly more complex mathe-
matical and statistical analyses of data than before computers were invented.
Studies that do not avail themselves of these opportunities are more likely to be
labelled as simplistic and naive today than similar studies were 50 years ago. In
this sense, there is clearly an element of relativism in how the scientific commu-
nity rates the quality of studies.

This kind of relativism is, however, completely harmless as far as the prospect
of developing an objective set of criteria for rating studies according to validity is
concerned. It does not preclude the development of such a rating system. It only
means that the rating system will be subject to changes over time as research me-
thodology becomes more sophisticated.
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In recognition of this fact, it is not claimed that the set of criteria for assessing
study validity that will be proposed in this dissertation can be applied universally.
It is, at best, applicable to evaluation research as it is currently done in the West-
ern countries.
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5 The Relevance of Validity In
Evaluation Research

Evaluation research is applied research. The results of evaluation studies are
usually intended to serve as a basis for making decisions concerning the programs
or measures that have been evaluated. But the results of evaluation studies are not
always taken seriously by those who are in charge of the programs subject to
evaluation. In particular, if an evaluation study shows that the program is in-
effective, or even counterproductive, the sponsoring agency will be tempted to
argue that the evaluation study is flawed and cannot be used as a basis for policy
making.

Most evaluation researchers who have been in the business for some years will
at least once have experienced the frustration of not being believed or being
attacked by the sponsoring agency, because the evaluation did not give the results
the sponsor wanted. These frustrations are vividly expressed in the volume edited
by Palumbo (1987). Palumbo himself opens by stating that (1987, 31) that "there
is no single, true set of facts; the facts one looks for are determined by the
epistemological and political values that guide the inquiry.” He adds (1987, 32)
that “values are a part of any evaluation. This means that evaluations will not
result in a “correct” finding; they will take a political position about the desir-
ability of various goals, whether directly, by judging that the goals are worth-
while, or indirectly, by concluding that the goals are being achieved efficiently.”
(italics in original).

It is difficult to make much sense of these comments. It is, of course, true that a
very large part of evaluation research has an explicit normative basis. The
research is done for the purpose of solving or alleviating a social problem. But
this does not imply that the determination of matters of fact is based on the policy
objectives that evaluation research is intended to serve. To suggest so is,
effectively, to say that evaluation research is nothing more than an exercise in
wishful thinking. Although road safety research, to take one example, is intended
to contribute to improving road safety, this policy objective is not relevant for
determining whether a certain safety measure is effective in reducing the number
of accidents or not. According to the philosophy of science espoused in this diss-
ertation, matters of fact can be determined according to criteria that are entirely
independent of the purposes for which the research is being conducted. This point
of view will be elaborated in chapter 8, dealing with operational criteria of
validity in evaluation research.

11
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Nevertheless, the current system for carrying out evaluation research is a prob-
lem, because the sponsors of research have no institutionalised interest in finding
the truth about the programs they carry out. Hauer (1991, 137) puts it like this: "It
is in the nature of road safety that it is not visible to the naked eye. Nobody can
tell whether a programme was a success or failure unless trained and independent
researchers are given an opportunity to devise and carry out long-term studies. By
the time estimation of programme effect is possible, the public body has already
developed a large stake in its success. Under these circumstances why should the
stewards of public bodies wish to find out what effect their programme has had?
Nobody is attracted by the possibility of political, institutional, professional or
personal embarrassment. The upshot is that programmes are rarely evaluated, and
if evaluated, this is done “in-house”, with success eagerly sought and failure
unpublished. In this inhospitable soil, spindly flowers of factual knowledge grow
in the shadow of the weeds of misinformation.”

Hauer’s point of view are entirely consistent with the position that objective
truth exists; the trouble is that no powerful interests are pushing for its discovery.
Guba and Lincoln (1987, 210), on the other hand argue that what they call "ob-
jective reality”, that is a reality that exists independent of the interest that human
beings may exhibit in it, is untenable. This point of view is not supported in this
dissertation. One is, in fact, tempted to invite Guba and Lincoln to the top of a
high building and ask them to jump from it, in order to test if they really are
convinced that gravity is not a part of objective reality, but merely a figment of
the human imagination.

To summarise, it is argued in this dissertation that objective criteria of validity,
in the sense that these criteria are: (1) independent of the objectives for which re-
search is carried out and (2) widely shared by evaluation researchers, can be for-
mulated. It is, on the other hand, not claimed that actual debates about the merits
of evaluation research are conducted solely in terms of these criteria of validity.
One needs only to open a newspaper to ascertain that the positions taken by parti-
cipants in debates over evaluation research are very often influenced by their
vested interests primarily, not by an overriding desire to discover the truth.

12
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6 Concepts of Validity and Forms of
Knowledge

6.1 The multiplicity of concepts of validity

Do widely shared criteria of validity for evaluation research exist? A quick glance
at some textbooks in the methods of social research would seem to suggest
otherwise. Every author seems to propose his or her own definition of validity and
his or her own techniques for testing validity.

Black and Champion define validity (1976, 222) as "the property of a measure
that allows the researcher to say that the instrument measures what he says it
measures.” A measure is valid, in other words, if it actually measures what it
purports to measure. Black and Champion go on to distinguish between three
main types of validity: content validity (or face validity), predictive and con-
current validity and construct validity. They do not formally define content vali-
dity, but from their discussion of the concept one can infer that it refers to the way
in which theoretical concepts are operationalized. Predictive validity is defined as
the association between what a test predicts behaviour will be and the subsequent
behaviour exhibited by an individual or group. Concurrent validity differs from
predictive validity in that the scores of predictive behaviour are obtained at the
same time as the exhibited behaviour. Finally construct validity refers to the succ-
ess in constructing external criteria to measure unobservable traits, like various
mental states and predispositions.

Black and Champion distinguish between validity and reliability. Reliability is
defined as the ability of measuring instrument to measure consistently the pheno-
menon it is intended to measure. They point out that reliability is a necessary
condition for validity: a test that is unreliable is never valid, whereas a valid test is
always reliable as well.

Hellevik’s discussion of validity and reliability in a standard Norwegian text-
book in research methods in sociology and political science (Hellevik, 1977, 155-
171) closely follows Black and Champion’s discussion of these concepts.
Hellevik defines validity as the relevance of data for the research problem a study
is designed to answer. He defines reliability as the accuracy with which the
variables included in a study are measured. He discusses in fairly great detail
various techniques for testing reliability. As far as validity is concerned, his
discussion is more brief. In fact, Hellevik comes close to claiming that validity
cannot be tested, by stating (1977, 167) that "the degree of concurrence between
the theoretical and the operational definition of a concept is usually not amenable
to direct empirical testing.” He adds, however, that it is sometimes possible to
develop several operational definitions of the same theoretical concept and study
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the correlations between measurements based on the different operational
definitions. He ends his discussion of validity on the following rather pessimistic
note (1977, 170): "Despite the fact that validity is a very central concept in
research methodology, there seems to be widespread confusion with respect to the
meaning of the various terms (like content validity, construct validity, internal
validity, etc) that are used to denote the concept.”

Carmines and Zeller (1979) discuss reliability and validity assessment in social
research. They define reliability (1979, 11) as "the extent to which an experiment,
test, or any measuring procedure yields the same results on repeated trials.”
Validity is defined (1979, 12) as the extent to which a measuring instrument does
what it is intended to do. Validity, according to Carmines and Zeller, concerns the
crucial relationship between concept and indicator. They go on to distinguish
between criterion-related validity, content validity and construct validity. These
concepts are closely analogous to the concepts of predictive, content and contruct
validity proposed by Black and Champion. Carmines and Zeller interpret all these
types of validity as referring to various aspects of the relationship between a
theoretical concept and its empirical referent.

Cook and Campbell (1979) present an extensive discussion of validity in which
they distinguish between four types of validity and a total of 33 so called threats
to validity”, whose presence or absence from a specific study determine how valid
it is. The validity framework developed by Cook and Campbell is definitely the
most elaborate currently available in social research. Its various elements will
therefore be discussed in some detail.

The first type of validity defined by Cook and Campbell is denoted statistical
conclusion validity and refers to how well supported inferences about a statistical
relationship, or covariation, between two variables are. Cook and Campbell
identify seven threats to statistical conclusion validity, of which the most relevant
for evaluation research include:

1 Lack of statistical power: In small samples, detecting a relationship between
some “treatment” and a measure of the effects of treatment is more difficult
than in larger samples.

2 Violated assumptions of statistical tests: It is often convenient to rely on the
standard normal distribution when testing the statistical significance of find-
ings. This assumption may, however, be seriously wrong, as not all pheno-
mena obey the normal distribution. Counts of accidents, in particular, do not
conform to the normal distribution.

3 Fishing and the error rate problem: Sometimes, multiple tests are made on the
same data set. If not guided by prior hypotheses or theory, this is called
“fishing” or “data mining”. By analysing the data this way, researchers will
almost always happen to find a statistically significant relationship between
some variables. The problem is, however, that any data set will by chance
contain some significant relationships.
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4 Unreliability of measures: Low reliability in the data set reduces the chances
of detecting true effects or relationships between variables.

5 Unreliable treatment implementation: A special problem in evaluation re-
search, is the extent to which the treatment whose effects are evaluated has
actually been implemented. Sometimes implementation is easily monitored,
on other occasions this is more difficult.

Cook and Campbell treat reliability as an aspect of statistical conclusion validity,
thus obviating the need for a distinction between reliability and validity. This
would seem to be a reasonable approach, granted that reliability is a necessary,
but not sufficient condition for validity.

The next type of validity discussed by Cook and Campbell is denoted internal
validity. By internal validity, Cook and Campbell refer to the possibility of in-
ferring a causal relationship between two or more variables. They point out that
one must first establish that two variables covary, since the presence of a stat-
istical relationship between two variables is a necessary, but not sufficient condi-
tion for the existence of a causal relationship. Cook and Campbell identify
thirteen threats to internal validity, of which the most relevant in the present
context include:

1 History: This threat is relevant in evaluation studies relying on a before-and-
after design. It denotes an event that takes place between the before and after
period and whose effect may be mixed up with the treatment that is evaluated.

2 Maturation: This threat is also relevant in evaluation studies relying on a
before-and-after design. It denotes the presence of general, long term trends in
the dependent variable that can be mistaken for a treatment effect.

3 Statistical regression: Once again, this threat to internal validity is particularly
relevant in before-and-after studies, although it may in principle be relevant to
other study designs as well. It denotes the effects of random fluctuations on
successive measurements of the same variable. If, for example, an abnormally
high number of accidents was observed in the before period, a subsequent
decline towards the long term mean number of accidents would be expected to
occur even if no treatment had been introduced. This threat to internal validity
is highly relevant in many road safety evaluation studies.

4 Self selection: This threat to internal validity is particularly relevant in cross
section, case-control or other comparative study designs. It denotes bias that
may arise in the comparison of those who have received a treatment and those
who have not, if those who received the treatment voluntarily chose to do so,
rather than being assigned to the treatment or control conditions at random.

5 Mortality: This threat to internal validity refers to the tendency for experi-
mental subjects to drop out from an experiment the longer it lasts. It is
therefore most relevant in long term studies involving human subjects.
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6 Ambiguity of causal direction: It is not always possible to ascertain the direc-
tion of causal influence. This threat to internal validity is most relevant in
cross section studies.

As is apparent from this list of threats to internal validity, the threats that are
relevant depend on study design. In principle, an experimental study design, in-
volving the random assignment of study subjects to one or more treatment con-
ditions and a control condition not getting any treatment, eliminates all threats to
internal validity on the list above.

The third type of validity discussed by Cook and Campbell is construct vali-
dity. They do not formulate a formal definition of construct validity. However,
their discussion of it clearly indicates that construct validity denotes the adequacy
of operational definitions of theoretical concepts and propositions. Ten threats to
construct validity are discussed, of which the most relevant for the present study
include:

1 Lack of clarity in theoretical definition: If the theoretical definition of a con-
cept is vague, operationalising the concept adequately becomes difficult.

2 Mono-operation bias: A theoretical concept can often be given several opera-
tional definitions. If the results of empirical studies based on multiple opera-
tional definitions of the same concept agree, these studies constitute a stronger
test of the validity of the concept than if just one operational definition was
used.

3 Mono-method bias: By the same token, if the results of studies using different
methods agree, more confidence can be placed in the results than if just one
method had been used or the results of studies using different methods di-
verged.

The fourth and final type of validity discussed by Cook and Campbell is external
validity. It denotes the possibility of generalising research findings to other
settings or contexts than those in which the studies were made. According to
Cook and Campbell, this amounts to testing whether there are statistical
interactions in study findings across the variables over which one wishes to
generalise findings. If, for example, studies made in different countries get
different results, then generalising across countries would not be justified. If, on
the other hand, results were the same in all countries, generalising across
countries would be more defensible, especially if studies have been made in a
broad set of countries. The three threats to external validity listed by Cook and
Campbell are:

1 Interaction of selection and treatment: This threat to external validity refers to
whether treatment effects vary depending on how treatment subjects were
recruited for treatment.

2 Interaction of setting and treatment: This threat to external validity refers to
variation in treatment effect with respect to study setting.
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3 Interaction of history and treatment: This threat to external validity refers to
variation in treatment effect with respect to when studies were conducted.

The validity framework of Cook and Campbell is very comprehensive and cap-
tures all aspects of validity discussed by other authors (Black and Champion
1976, Hellevik 1977, Carmines and Zeller 1979). While both Black and
Champion (1976), Hellevik (1977) and Carmines and Zeller (1979) focus mainly
on construct validity, or how to operationalize theoretical concepts, Cook and
Campbell recognise that this focus is too narrow for evaluation research, whose
main objective rarely is to determine if a certain theoretical concept can be
adequately measured or not. In fact, much of evaluation research is more or less
atheoretical. It merely tries to determine the effect of some public program or
policy and rarely discusses the theoretical implications of the findings.

This dissertation does not subscribe to Hellevik’s suggestion that there is wide-
spread confusion about the meaning of validity in social science. What seems to
be the case is rather that different authors emphasize differents aspects of validity.
In theoretical research, whose main objective is concept formation and theory
development, it is of course essential to focus on construct validity. In evaluation
research, on the other hand, internal validity is more important.

It is nevertheless true that no universally accepted concept of validity exists in
social research. Perhaps the diversity of topics and methods in social research is
too great to be encompassed by a single, unifying and universally accepted con-
cept of validity. Rather than trying to develop such a concept, this dissertation
seeks to develop a validity framework specifically suited for evaluation research,
and developed within the context of road safety evaluation research. No claims
are made to the effect that this validity framework is universally applicable. The
standard for judging the success or failure of the framework is whether it can be
used to distinguish between good and bad evaluation studies within the specific
area of knowledge for which it was developed.

6.2 The concept of objective knowledge

One reason for the lack of standardized concepts in social research may be that
the standards for what counts as knowledge are subjective. If no universally
accepted standards of knowledge exist, there is likely to be a profileration of
parochial concepts of validity, based on the personal standards of knowledge of
each researcher.

In discussing what ought to count as scientific knowledge, epistemology has
traditionally relied on a subjective conception of knowledge, in which knowledge
is regarded as justified true belief. Within this framework, knowledge cannot exist
without a knowing subject. In short, a justified and true statement does not con-
stitute knowledge unless someone is aware of the statement and believes it.
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This conception of knowledge lies close to everyday usage of the term. Hauer,
for example, in discussing the state of knowledge with respect to the effects of
road safety measures, states (1988, 3): "My own critical views about the amount
of factual knowledge that is available in the field of road safety delivery rest on
years of study. As | moved from one inquiry to another and began to notice how
shallow are the foundations of what passes for knowledge, | gradually realized
that ignorance about the safety repercussions of the many common measures is
not the exception.” Three years later, he remarked (Hauer 1991, 135): "How little
we know about the safety consequences of our road design decisions and about
the repercussions of our traffic control actions is simple to demonstrate. One
needs only to ask the engineer: ”Approximately how many accidents per year do
you expect to occur with design X?” While the engineer might venture an
opinion, in truth, the arsenal of knowledge at the disposal of the North American
engineer just does not suffice to give an answer.”

While conforming both to everyday usage and the traditions of epistemology,
the subjective conception of knowledge creates a number of difficulties. Although
it makes sense to say that person A knows more about a subject than person B, if
person A can pass a more difficult examination about the subject than person B, it
hardly makes sense to say that the amount of knowledge that is available to the
general public concerning a subject is determined primarily by how much person
A can remember when undergoing an examination about the subject.

Karl Popper has introduced the concept of objective knowledge (Popper 1979),
which he defines (1979, 73) as "the logical content of our theories, conjectures,
guesses.” He adds that: "Examples of objective knowledge are theories published
in journals and books and stored in libraries; discussions of such theories; diffi-
culties or problems pointed out in connection with such theories, and so on.”
Knowledge in the objective sense, according to Popper (1979, 109), is knowledge
without a knower; it is knowledge without a knowing subject.

In short, the concept of objective knowledge can be defined as all results of
research, theoretical or empirical, that are available to the general public by virtue
of being written or otherwise stored in a medium that is accessible to anyone who
wants to learn its contents. Knowledge in this sense exists, as pointed out by
Popper, in the shelves of libraries and archives. This kind of knowledge is ob-
jective in the sense that it exists irrespective of whether anyone keeps it inside his
or her head. It is, however, not necessarily objective in the sense that everyone
who reads a certain paper in a journal will find the results reported in the paper
convincing and therefore believe them, as required according to the subjective
conception of knowledge.

The framework proposed in this dissertation to assess the validity of evaluation
research is intended to apply to the body of objective knowledge derived from
such research. It applies to published, or at least written studies, and not to oral
communications, personal beliefs, tacit knowledge or other forms of subjective
knowledge.
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Restricting the scope of the validity framework to objective knowledge in this
sense has both advantages and drawbacks. The chief advantage is that the system
for assessing the validity of evaluation research itself becomes objective, by (1)
having a clearly defined empirical reference (i e the set of documented studies
dealing with a subject), (2) relying on explicitly stated criteria (i e using a list of
clearly defined criteria of validity and a system for scoring studies according to
these criteria), and (3) becoming testable, in the sense that agreement between
researchers in the use of the criteria of validity can be determined experimentally.

The drawback, on the other hand, is that a set of explicit criteria of validity,
applied to a set of published (or at least documented) studies, may be regarded as
an overly restrictive and highly simplistic way of assessing the validity of eval-
uation research. There is no doubt that scientific knowledge comprises not just ob-
jective knowledge in the Popperian sense of the term, but also subjective know-
ledge and even tacit, or subconscious, knowledge. Hence, it can be argued that
assessing the quality of knowledge about a certain subject in terms of objective
knowledge exclusively cannot adequately represent the highly complex interplay
of the various forms of knowledge that, put together, constitute what most re-
searchers and laymen would regard as "what is known” about a subject.

This point is readily conceded. However, three points can be made in response
to it. Firstly, the set of criteria for assessing the validity of evaluation research that
are proposed in this dissertation are intended as normative criteria, not as des-
criptive criteria. The criteria are explicitly normative in the sense that they sum-
marise the points that ought to be emphasized when debating the merits and de-
merits of a certain contribution to evaluation research. All too often, debates about
evaluation research revolve around the contents of the results, rather than the
methodological rigor of the research, and are heavily influenced by vested inter-
ests, rather than a disinterested search for the truth (see Crossen 1994 for some
striking examples of these tendencies).

Secondly, it is recognised that a set of normative criteria is bound to be in-
complete, in the sense that it does not exhaust the considerations that are regarded
as relevant in assessing the validity of research. To give an example of what is
meant by this, consider the following case. Two evaluation studies that are identi-
cal in terms of all formal criteria of validity have been reported. However, in one
of the studies the authors carefully discuss the shortcomings of the study. In the
other study, no mention is made of any shortcomings and the authors are highly
confident in stating their conclusions. Which of these studies is likely to be re-
garded as the best one by a senior researcher in this area? There is little doubt that
the study discussing its own shortcomings would be regarded as the best one,
because the authors clearly show that they are aware of the limitations of the
study. But it is very difficult to turn this assessment into a formal, normative
criterion of validity. The nature of the assessment is such that it is bound to be
more or less subjective and difficult to formalise.

Thirdly, while an informal and subjective assessment of the validity of research
can reflect considerations that are difficult to formalise, it is nevertheless likely to
be subject to more or less unknown biases. No matter how hard we try to be
objective, there is always a risk that we go by the rule that ”bad studies are ...
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those whose results we do not like.” (Rosenthal 1991, 130). By assessing validity
in terms of formally stated, normative criteria, the role of personal prejudices in
the assessment can be minimized. This argument for basing the assessment of the
validity of evaluation research on formally stated criteria of validity and a scoring
system for those criteria is elaborated in the next chapter.
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7 The Pitfalls of Informal Research
Syntheses

Meta-analysis is a comparatively recent innovation in scientific methodology.
Like many other scientific innovations, it has been greeted by considerable skep-
ticism. When the first meta-analyses were reported in psychology in the mid nine-
teen seventies, the renowned British psychologist H. J. Eysenck (1978) labelled
them ”An exercise in mega-silliness” and rejected the basic concept underlying
meta-analysis — that it makes sense to try to combine evidence from several
studies by means of quantitative methods — as basically untenable. Related points
have been made by numerous other critics. For surveys, see Glass, McGaw and
Smith (1981) and Cooper and Hedges (1994).

Critics of meta-analysis are obviously right in claiming that it, like any other
scientific technique, can be abused and that it cannot address every conceivable
issue that might arise in trying to summarise the state of knowledge in a specific
area. What the critics of meta-analysis tend to overlook, is the fact that informal
research syntheses are likely to be prone to a number of well known biases that
can invalidate their conclusions. By an informal research synthesis is meant a
narrative survey of research literature dealing with a subject. An informal research
synthesis does not employ any formal techniques for summarising evidence from
the studies it includes. In the usual format, a narrative research synthesis consists
of a brief presentation and discussion of each study that has been reported. Studies
are often presented in chronological order. Following the presentation of each
study, general conclusions are drawn based on an informal assessment of study
quality and the reviewer’s subjective impression of the results.

Experimental psychology has documented that human beings employ a number
of mental heuristics, or simplifying techniques and shortcuts, when trying to make
sense of complex data. These heuristics lead to systematic biases that may in-
validate the conclusions of analyses that are based primarily on informal tech-
niques, that is on the mental heuristics. In this chapter, a brief summary and
illustration of some of these biases will be given. These include:

Confirmation bias

Hindsight bias

Publication bias

Belief in the law of small numbers
Capitalisation on chance

O b wWN PR
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Confirmation bias denotes the tendency to look for evidence that supports a hypo-
thesis, rather than evidence that disconfirms it. The existence of confirmation bias
in hypothesis testing has been found in several experimental studies, starting with
Wason’s experiments in the nineteen sixties (Wason 1960, 1968), designed to
elicit the rules that people applied when testing a hypothesis. Wason found that
experimental subjects tended to look for evidence that would support their hypo-
thesis, rather than evidence that would disconfirm it. For a survey of studies of
confirmation bias, see Klayman and Ha (1987).

Confirmation bias influences not just what kind of evidence people regard as
relevant for testing a hypothesis, but also their interpretation of research findings.
An example of an interpretation of the findings of a road safety evaluation study
that appears to be based on confirmation bias is found in a report by Blakstad and
Giaever (1989). The report compares the accident rate on various types of road in
urban and suburban areas. Contrary to prior expectations, Blakstad and Gisver
(1989, 12-13) find that the accident rate is higher on roads with a separate track
for pedestrians and cyclists than on roads with no such track. However, they
dismiss this result, stating that ”separate tracks for pedestrians and cyclists have
been constructed only along roads where the accident rate was abnormally high,
but their safety effects are too small to bring down the accident rate to a level
below that for roads without such tracks.” They invoke the results of before-and-
after studies that have found a decline in the number of accidents when tracks for
pedestrians and cyclists were constructed to support this interpretation of the
findings.

Later in the report (1989, 18), Blakstad and Giaver report the results of a com-
parison of accident rates on access roads with and without speed humps. As ex-
pected, the accident rate was lower on roads with speeds humps than on roads
without them. They readily interpret this an an effect of the measure, stating that
”speed reducing devices appear to be effective in residential areas.” In other
words, when the findings supported their hypothesis, Blakstad and Gizaver took
them as evidence for the effect of the safety measure. When, on the other hand,
the findings did not support their hypothesis, they dismissed them as the result of
study artifacts.

Their reasoning is, however, not tenable. If it is correct that tracks for pedes-
trians and cyclists have been constructed along roads with an abnormally high
accident rate, then the results of the before-and-after study that Blakstad and
Giaever refer to (a Norwegian study by @rnes 1981) cannot be used to support
their argument, because that study had a fatal methodological flaw. It did not
control for regression-to-the-mean, a highly likely source of error in a before-and-
after study of a safety measure introduced at locations with an abnormally high
accident rate.

It is therefore likely that the interpretations offered by Blakstad and Gigver
reflect confirmation bias. This example shows that a rather careful reading of
evaluation studies may be needed in order to expose confirmation bias. Moreover,
the example shows that in order to determine whether confirmation bias may have
influenced the interpretation of research findings, it may be necessary to evaluate
the methodological rigor of studies that authors subject to confirmation bias refer
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to in order to support their interpretation of the findings of their own study.
Blakstad and Giaver’s argument sounds plausible at a superficial level and un-
ravels only when examined critically.

It is not always possible to argue that confirmation bias may have influenced
the interpretation of research findings in the manner illustrated above. The pos-
sible presence of an undetectable confirmation bias in informal research syntheses
IS a serious source of bias.

Hindsight bias denotes the tendency to discount surprises by adjusting prior ex-
pectations to conform to the outcome of an event or experiment. Hindsight bias is
typified in the exclamation "I knew it would happen; | could have told you
beforehand!” In science, the most common form of hindsight bias is perhaps the
tendency to propose ad hoc hypotheses to explain anomalous findings. It is nearly
always possible to come up with a hypothesis that explains a finding, at least in
applied social science, where few, if any, findings can be ruled out a priori by
reference to universal laws. Hindsight bias was first studied by Fischhoff (1975;
Fischhoff and Beyth 1975), subsequently by Slovic and Fischhoff (1977). Ex-
cellent reviews of subsequent research have been given by Hawkins and Hastie
(1990) and by Christensen-Szalanski and Willham (1991). In informal research
syntheses, the temptation to propose apparently reasonable explanations to un-
expected findings is almost irresistible. A subtler form of hindsight bias occurs
when researchers formulate their hypotheses post hoc to make them fit the
findings of a study. The study is then dressed up to make it look as if the
hypotheses were derived deductively before the findings were known and were
tested as part of the study.

There is no way of knowing exactly how widespread this practice is. One may
fear, however, that it is fairly widespread in parts of social science. The
temptation to theorise post hoc could of course compromise the scientific integrity
of a meta-analysis as well. However, meta-analysis imposes a framework for
interpretation of research findings that constrains post hoc theorising. There are,
for example, formal tests to determine whether an anomalous finding is really
anomalous or simply the product of random variation in study findings. The
explanatory value of hypotheses proposed post hoc can also be determined
statistically in meta-analysis.

Publication bias denotes the tendency not to publish studies that are believed not
to contribute to knowledge, or believed not to have any practical interest. There
are, broadly speaking two kinds of publication bias: (1) Bias against results that
are not statistically significant at conventional levels, and (2) Bias against results
that are regarded as anomalous, go in the ”wrong” direction or otherwise seem
difficult to interpret on the basis of accepted conventions. Publication bias has
been documented in a number of studies (Rosenthal, 1979; Peters and Ceci, 1982;
Light and Pillemer, 1984; Coursol and Wagner, 1986; Begg and Berlin, 1988;
Berlin, Begg and Louis, 1989; Dickersin and Min, 1993).
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Unless there is direct evidence of publication bias, in the form of information
in published studies referring to the results of unpublished studies, it may be
difficult to detect publication bias in an informal research synthesis. In meta-
analysis, on the other hand, there are a number of formal techniques that are
designed to detect the presence of publication bias and determine its magnitude
(Begg, 1994). By applying these techniques one may, at least partially, adjust for
publication bias in meta-analysis.

Belief in the law of small numbers is a misconception of statistics first discovered
by Tversky and Kahneman (1971). In short, it means that in making intuitive
judgements based on statistical evidence, people do not take sufficient account of
the impact of sample size on the reliability of sample statistics. Small samples are
believed to provide as reliable estimates of an average value as large samples. In
informal research syntheses, belief in the law of small numbers involves assigning
the same weight to all studies, irrespective of the sample size they are based on.
Study results are tabulated and a simple average computed, disregarding both
sample size and the quality of the studies.

In meta-analysis, it is possible to assign weights to studies that depend on
sample size and estimate a weighted average. This means that studies based on
small samples are given less weight than studies based on large samples.

The final source of error in informal research syntheses to be mentioned is
capitalisation on chance. This means that random differences are treated as if they
were real and explanations are offered for them. A case in point is a study by
McGee and Blankenship concerning the safety effects of removing stop signs in
intersections in three small towns in the United States (McGee and Blankenship,
1989). The objective of McGee and Blankenship’s study was to develop guide-
lines for converting intersections from stop control to yield control. For this pur-
pose, they broke down their data set according to several variables, finding, for
example, that the largest increase in the number of accidents following conversion
from stop to yield control occurred in intersections with large traffic volumes.
McGee and Blankenship’s data came from the three small cities of Rapid City,
Saginaw and Pueblo. In the converted junctions, the number of accidents in-
creased from 12 before conversion to 26 after in Rapid City, from 25 to 68 in
Saginaw, and from 4 to 12 in Pueblo. To account for changes expected without
conversion, McGee and Blankenship compared the converted intersections to a
control group” of intersections that had even fewer accidents than the converted
intersections. Based on these data, McGee and Blankenship concluded that "no
statistically significant change was found for Pueblo and Rapid City, whereas a
statistically significant increase was observed for Saginaw”. In a re-analysis of
these data, Hauer (1991) shows that there were no differences in the effect of con-
version from stop to yield control between the three cities. McGee and Blanken-
ship were, in effect, both capitalising on chance and succumbing to belief in the
law of small numbers by testing for significance the observed changes in the num-
ber of accidents in each city separately. The correct method of determining
whether the effects of conversion from stop to yield control differed between the
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three cities, is to estimate an average effect for all three cities and then test if the
effects in each city differ from the average effect by more than chance alone can
explain.

In meta-analysis, capitalisation on chance can be avoided by determining the
contributions of random and systematic variation to the variance found in a sam-
ple of results. Even within the framework of meta-analysis, there is, however, a
small risk of capitalising on chance. This can occur when a very large number of
variables have been coded for each study included in a meta-analysis and the
effects of all these variables are tested as part of the analysis. Some of the tested
variables may then turn out to be significant by chance. Using a conservative level
of statistical significance when many tests are made will reduce the chances of
erroneously interpreting a random effect as real.
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8 Operational Criteria of Validity

8.1 Overview

This chapter proposes answers to the questions: What characterises good and bad
evaluation studies? When is it defensible to pool the results of a set of evaluation
studies in terms of a mean result, or a set of mean results, based on those studies?
In what ways can meta-analysis help in answering these questions?

To help answer these questions, table 1 proposes a set of operational criteria of
validity in evaluation studies. The criteria refer to four aspects of validity that will
be elaborated in this chapter: Statistical conclusion validity, theoretical validity,
internal validity and external validity. Some of the criteria of validity apply to
each evaluation study, other criteria apply to a set of evaluation studies. Table 1
indicates for each criterion whether it applies to a single study or to a set of
studies. To save space, the criteria are stated in short form in the table and will be
discussed more in detail in the text. The letter S indicates statistical conclusion
validity, the letter T indicates theoretical validity, the letter I indicates internal
validity and the letter E indicates external validity. Table 1 contains nine criteria
of statistical conclusion validity, four criteria of theoretical validity, four criteria
of internal validity and three criteria of external validity. The criteria listed are not
altogether independent of each other. Before discussing the relationship between
the criteria, however, the meaning of each criterion and its applicability in meta-
analysis will be discussed.

8.2 Statistical conclusion validity

Statistical conclusion validity, or simply statistical validity, is defined as the
degree to which the numerical results of a study are accurate, reliable and repre-
sentative of a known population. It includes reliability in the conventional sense
of the term, i e the replicability of measurements made by means of a given tech-
nique or instrument in a given context. The level of statistical validity attained in
an evaluation study, or in a synthesis of a set of evaluation studies, depends on a
number of factors. The most important of these factors are listed in Table 1.
Sampling technique (S1) refers to the method used to select study units for
inclusion in a study. The term study unit is generic and includes all types of study
units, like individuals, physical objects or abstract objects. Based on sampling
theory, a distinction can be made between three major sampling techniques. In
descending order of validity, these include (1) random sampling or studies that
include the whole theoretical population to which one wishes the findings to
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apply, (2) systematic sampling according to specific criteria and (3) convenience

samples (arbitrary samples) or self selected samples.

Table 1: Operational criteria of validity in evaluation studies

Criterion Name of criterion Scoring system Level of use
S1 Sampling technique 3 = Whole population or random sample  Single study
2 = Systematic sample
1 = Convenience or self selected sample
S2 Sample size Number of study units or statistical Single study
weights of study results
S3 Measurement reliability 3 = Known and high reliability Single study
2 = Known, but low reliability
1 = Unknown reliability
S4 Systematic errors 3 = Complete and unbiased reporting Single study
2 = Incomplete reporting; multiple
sources of data used
1 = Incomplete and/or biased reporting
S5 Techniques of analysis 2 = Appropriate techniques used Single study
1 = Inappropriate techniques used
S6 Dependent variables 3 = Commensurable across studies Set of studies
2 = Incommensurable, can be converted
to commensurable
1 = Incommensurable
S7 Publication bias 2 = No evidence of publication bias Set of studies
1 = Evidence of publication bias
S8 Shape of distribution 3 = Distribution of results well behaved Set of studies
in terms of modality, skewness and
outliers
2 = Distribution of results well behaved
in terms of two the three properties
1 = Distribution of results well behaved
in terms of one of the three properties
S9 Robustness of mean 2 = Mean result of a set of studies robust Set of studies
with respect to estimation techniques
1 = Mean result of a set of studies
sensitive to estimation techniques
T1 Theoretical framework 3 = Explicit causal model and hypo- Single study
theses formulated
2 = Explicit conceptual framework
1 = No explicit theoretical framework
T2 Operational concepts 3 = Key concepts operational Single study
2 = Indirect measurements of key
concepts
1 = Key concepts not measurable
T3 Mediating process 3 = Process mediating treatment effects Single study

known and measured

2 = Process mediating treatment effects
inferred indirectly

1 = Process mediating treatment effects
unknown or unspecified
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Table 1: Operational criteria of validity in evaluation studies, continued

Criterion Name of criterion Scoring system Level of use
T4 Support for theory 2 = Theoretical predictions supported Single study
1 = Theoretical predictions rejected or
not tested
i1 Direction of causality 2 = Causal direction clear within study Single study
design
1 = Causal direction not clear within
study design
12 Control of confounders 3 = All known confounders controlled Single study

2 = Some known confounders controlled
1 = Few or no confounders controlled

13 Dose-response pattern 2 = Dose-response pattern in relationship Single study
between cause and effect
1 = No dose-response pattern or no test
of this

14 Specificity of effect 2 = Effects found in target group only Single study
1 = Effects dispersed in both target
group and other groups

El Stability in time 2 = Results stable over time Set of studies
1 = Results not stable over time

E2 Stability in space 2 = Results stable across space Set of studies
1 = Results not stable across space

E3 Stability in contexts 2 = Results stable across contextual Set of studies
variables
1 = Results not stable across contextual
variables

In Table 1, this ordering is shown by the numerical values assigned to the differ-
ent sampling techniques. It has been assumed that an important objective of any
evaluation study is to generalise the findings to a certain theoretical population of
study units. This objective is, strictly speaking, only attainable when the sample
was chosen from a known population by means of random sampling or some other
sampling techniques whose properties are known.

In evaluation research, a sampling frame from which random sampling of study
units can be made does not always exist. In that case, a systematic sample is often
taken. In road safety evaluation studies, systematic samples have sometimes been
used in studies that have evaluated the safety effects of traffic engineering mea-
sures.

Convenience samples or self selected samples are also common in road safety
evaluation studies. It is impossible to know the population to which the findings
of studies relying on such samples apply. Statistical tests of significance or esti-
mates of confidence intervals are widely used in studies relying on convenience
samples or self selected samples. The use of formal methods of statistical infer-
ence in these studies is perhaps best interpreted as an attempt to account for
random variation in the data, not as a test of the generality of the findings in a
known population.
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In meta-analysis, the distinction made between different sampling techniques
can be included as a coded variable in the analysis, provided studies describe
sampling techniques in sufficient detail to determine which sampling techniques
was used.

Sample size (S2) in general refers to the number of study units included in a
study. Within the framework of meta-analysis, the term sample size may also
denote the sum of statistical weights of study results. This indicator of sample size
is relevant in meta-analyses in which the findings of a number of evaluation
studies are synthesized in the form of a weighted mean result. In road safety
evaluation studies, for example, the study units may be a sample of junctions
where some kind of safety treatment has been carried out. The statistical accuracy
of the results of the evaluation study depends, however, on the number of acci-
dents recorded in these junctions, not on the number of junctions per se. In syn-
thesising results from multiple junctions, it is therefore convenient to apply
statistical weights that depend on the number of accidents in each junction.
Sample size is, in both cases, a numerical variable which is subject to the law of
large numbers. Hence, the larger the sample, the higher the statistical validity of
the results of a study or a set of studies.

Measurement reliability (S3) denotes the replicability of measurements of a
given variable made by a given method in a given context. Reliability is high
when repeated measurements give identical or nearly identical results. Basically,
the reliability of measurements depends on the amount of random variation in the
variable that is being measured and on the accuracy of the method used. In acci-
dent research, the contribution of random variation is directly related to the num-
ber of accidents measurements are based on (Fridstrem, Ifver, Ingebrigtsen,
Kulmala and Thomsen, 1993; 1995). Random fluctuations will be relatively
smaller around an expected number of accidents of, say, 100, than around an
expected number of accicents of, say, 10. Hence, reliability in accident research
depends directly on the size of the accident sample and can be estimated theo-
retically by relying on the generally accepted assumption that random variation in
accident counts can be modelled by means of the Poisson distribution.

In evaluation research in general, however, reliability depends on the accuracy
of measuring instruments and not just on the amount of random variation in the
variable that is being measured. Instances of inaccurate measurement attributable
to the measuring instruments are found in road safety evaluation studies as well,
as shown, e g in the discussion of the accuracy of speed measurements in a report
by Vaa (1995). Most laymen are likely to believe that it is easy to measure speed.
This belief is unfounded. Readers who appreciate the careful discussion presented
by Vaa may start wondering how common are the problems he discusses. In most
reports, speed measurements are taken at face value and no discussion of their
reliability is presented.

Although it is not always possible to determine the level of reliability numeri-
cally, a good evaluation study ought to contain a discussion of the problem. The
scoring for reliability proposed in Table 1 is based on the assumptions that: (1) it
is better to try to measure reliability than not to do so, and (2) if measured, it is
better when reliability is found to be high than when it is found to be low.
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Systematic errors (S4) refers to the presence of systematic measurement errors
and biases in the data on which an evaluation study is based. Low reliability in a
study is, by definition, caused by random errors and will not bias the findings,
merely reduce their numerical accuracy. Systematic errors, on the other hand, may
introduce systematic bias in a study — producing findings that are not just in-
accurate, but simply wrong. Needless to say, every evaluation researcher wants to
avoid systematic errors in a study. Notwithstanding this, however, systematic
errors are likely to be endemic in road safety evaluation studies, due to the vaga-
ries of the official road accident data that most such studies rely on as their major
source of data.

Figure 1 traces the sources of error and loss of data in official accident records.
Starting with all accidents that actually occur on public roads, the first loss of
information occurs because some of these accidents are not defined as reportable
to the police. In Norway, accidents that are not reportable include all accidents
involving pedestrians only (no vehicles involved) and all accidents in which veh-
icles are involved, but only an ”inconsequential” (minor) personal injury is sus-
tained (Elvik, Mysen and Vaa, 1997).

Stages of accident recording Lost or inaccurate information

| All accidents on public roads |

é

[ Accidents defined as reportable | & [ Not reportable accidents |
é

[ Accidents reported |e [ Incomplete reporting |
é

[ Data elements not recorded |e [ Missing data elements |
é

[ Errors in recorded data |e [ Inaccurate data |

Figure 1: Sources of error and data loss in official accident records

It is well known from a large number of studies, summarised by Borger, Fosser,
Ingebrigtsen and Saetermo (1995), that the reporting of injury accidents in official
statistics is very incomplete. A large number of potentially important data ele-
ments, in particular related to human factors (Elvik and Vaa, 1990), are not re-
corded. Finally, there is bound to be errors or missing information in some of the
recorded data elements.

In road safety evaluation studies that utilize detailed information from official
accident records, these sources of systematic error are compounded. Yet, very few
studies seem to have probed the implications of these, more or less inevitable,
errors. The studies of Hakkert and Hauer (1988; Hauer, 1997), regarding the im-
plications of incomplete and inaccurate accident reporting, are virtually the only
studies that have tried to subject this problem to a rigorous analysis.
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The problem of incomplete and inaccurate data recording in official statistics is
by no means confined to road safety evaluation studies, but concerns evaluation
research in general. It is well known that not all crimes are recorded by the police,
that not all those of out work register as unemployed, that the gross national
product does not include unpaid or black labour”, etc, etc. In general, the prev-
alence of social problems is nearly always underreported in official statistics.
Unfortunately, official statistics tend to be the most important, and usually the
most easily accessible, source of data in evaluation research. It is remarkable that
the potential errors caused by this reliance on notoriously incomplete and in-
accurate sources of data are as poorly understood as appears to be the case.

For the purpose of assessing the validity of evaluation studies, a distinction is
proposed in Table 1 between studies that rely on complete and accurate reporting,
which is in practice unlikely to be attainable, studies that use multiple sources of
data in order to check the sensitivity of the results with respect to the source of
data, and studies that rely on sources that are known to be subject to incomplete
and biased reporting. This variable can be coded and included in a meta-analysis
in order to test if study findings are indeed biased by the use of incomplete data
sources.

The choice of techniques of analysis (S5) for analysing data refers to whether
appropriate techniques of analysis for the data at hand have been used or not. This
choice is not always strictly determined by statistical theory. Sometimes, more
than one technique of analysis can be used. As far as road safety evaluation
studies are concerned, it is important to recognise that: (1) Accidents, in particular
if there are few of them, are not normally distributed. In large accident samples,
however, the Poisson distribution, including generalized Poisson distributions like
the negative binomial distribution, approach the normal distribution. (2) The ho-
moskedasticity assumption for residuals in ordinary least squares linear regression
(including logarithmic transformations or other models that are linear in para-
meters) is not correct when the dependent variable is a count of accidents. For ac-
cident counts, the amount of residual variance is proportional to the expectation, i
e heteroskedastic. (3) The relationship between independent variables and the ex-
pected number of accidents is not always linear. Hence, an approach to multi-
variate modelling that allows different functional forms to be tested, e g by means
of Box-Cox transformations, is called for. For a more extensive discussion of
these points, the reader is referred to Fridstrem et al (1993; 1995; see also
Fridstrgm, 1998).

In the present context, the main point is that, at least as far as multivariate
models based on accident data are concerned, it is possible to assess according to
fairly straightforward criteria whether an appropriate technique of analysis has
been chosen or not.
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The lack of commensurability of dependent variables (S6) is a major problem
in road safety evaluation research, as well as in evaluation research in general.
Commensurability of dependent variables denotes the extent to which the de-
pendent variables used in evaluation studies are identical in terms of their stat-
istical properties and substantive interpretation. It is beyond the scope of this dis-
sertation to discuss in detail the properties and legitimate interpretations of the
various dependent variables that are used in evaluation studies. To give the reader
an impression of the variety of definitions that exist, Table 2 lists some of the
dependent variables commonly found in road safety evaluation studies. The list is
not exhaustive.

Table 2: Commonly used dependent variables in road safety evaluation studies

Name of dependent variable Formal definition

Simple odds U/ Upt

Odds ratio (simple or adjusted) (Ua/ Up)/(Uae/Upe)

Ratio of odds ratios [(Uati/ Upti)/ (Uacil Upci) J [ (Uati/ Upti)/ (Uaci/ Upei)]
Ratio of relative risk [Uat/(Uati + Upi) {[Uati/ (Uag + Up)]
Accident rate ratio (UJTI(UTY)

Notation:

U = number of accidents

T = traffic volume, exposure to risk

a = after, or with, some measure whose effect is evaluated

b = before, or without, some measure whose effect is evaluated
t = test group

C = comparison group

i = category i

j = category j

The definitions of dependent variables depend in part on study design, and there-
fore on how well the study has controlled for confounding factors. Hence, the
interpretation of the various definitions of dependent variables is not merely a
statistical problem, but is related to the confidence with which the effects of con-
founding factors can be ruled out as an interpretation of study findings.

The problems created by incommensurable definitions of dependent variables
have been a major stumbling block in the development of meta-analysis. A way
around the problem was eventually found by using so called effect sizes as the
dependent variable in meta-analyses (Glass, McGaw and Smith, 1981). An effect
size is, essentially, the difference in mean value of a certain variable between the
test group and the comparison group, divided by the pooled standard deviation. It
is the difference measured in number of standard deviations. Several versions of
effect sizes have been developed (Rosenthal, 1994) and their statistical properties
are today generally well known.

In road safety evaluation studies, the dependent variable is usually the number
of accidents or some measure derived from the number of accidents (see Table 2).
The different definitions listed in Table 2, however, cannot be pooled in terms of
an effect size measure, but have to be treated separately. This, as indicated above,
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is because not just the statistical properties, but the substantive interpretation of
the various definitions differs.

As far as assessing study validity with respect to commensurability of de-
pendent variables is concerned, a set of studies with commensurable definitions of
dependent variables is regarded as more valid from a purely statistical point of
view than a set of studies in which there are incommensurable definitions of
dependent variables. This does not imply that some of the definitions listed in
Table 2 are in general preferred to others.

Publication bias (S7) denotes the tendency not to publish studies whose find-
ings are regarded as unwanted or without value. At least two types of publication
bias have been identified: (1) Intolerance of null results, which means that results
that are not statistically significant by conventional standards are discarded, and
(2) Intolerance of negative results, which means that results that go in the opposite
direction of what researchers or the sponsors of research expected or wanted are
discarded. An extensive literature dealing with various aspects of publication bias
now exists (Rosenthal, 1979; Peters and Ceci, 1982; Light and Pillemer, 1984;
Coursol and Wagner, 1986; Begg and Berlin, 1988; Berlin, Begg and Louis, 1989;
Dickersin and Min, 1993).

Light and Pillemer (1984) have proposed using inspection of funnel graph plots
to test for publication bias. A funnel graph plot is a diagram in which the results
of each study are plotted on the abscissa and the sample size each result is based
on is plotted on the ordinate. The use of such plots is discussed more in detail in
the next chapter. A funnel graph can, at best, give some indications of publication
bias, but no hard evidence. Moreover, inspecting such a plot does not constitute a
formal test. Hence, it cannot be claimed that there is publication bias on the basis
of a funnel graph plot exclusively. Conversely, a funnel graph indicating no pub-
lication bias does not constitute evidence that no such bias exists, but it does
weaken an argument to the effect that the published findings of evaluation studies
are strongly influenced by publication bias.

Rosenthal (1979) has developed a test designed to estimate the number of un-
published studies with so called null results (i e no statistically significant effect)
that have to exist in order to affect the mean result of a set of published studies.
This test can be used to assess the sensitivity of published results to the potential
presence of publication bias.

A good research synthesis applies funnel graphs or Rosenthal’s test for the
critical number of unpublished studies with null results in order to assess the poss-
ible presence of publication bias and discuss its implications. It has to recognized,
however, that these tests are imperfect and do not constitute hard evidence.

The shape of the distribution of results in a set of studies (S8) refers to whether
the distribution of results, as observed in, for example, a funnel graph diagram is
unimodal and approximately normal or not. This criterion is related to the poss-
ibility of using weighted or unweighted mean results based on a set of studies in
order to summarize the central tendency in the findings of those studies. Critics of
quantitative research syntheses have claimed that such syntheses tend to mix
“apples and oranges”, i e to pool results that are substantively different and ought
to be kept apart (see, e g, Bangert-Drowns, 1986, for a discussion).
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It is obvious that a mean result located, for example, midway between two
clearly discernible humps in a bimodal distribution would not be very
informative. However, the strength of the”apples and oranges” argument can be
assessed empirically. How to do so, is shown in paper 6 of the appended papers,
to be discussed more in detail in the next chapter. It is argued that if the
distribution of a set of results is well behaved in terms of modality (unimodal),
skewness and sensitivity to outliers, then it is defensible and makes sense to
summarize the central tendency of the distribution in terms of a weighted or
unweighted mean result.

The robustness of the mean result of a set of studies (S9) refers to how sensi-
tive the mean result based on a sample of studies is to the technique used to esti-
mate it. Figure 2 gives an overview of the basic techniques that are applicable in
quantitative syntheses of road safety evaluation studies. It is based in part on
Hauer (1992).

Choice of weighting scheme Choice of estimation technique

i [ Fixed effects model |
[ No weights applied

T [ Random effects model |

i [ Fixed effects model |
[ Logodds weights applied

T [ Random effects model |

i [ Fixed effects model |
[ Tanner weights applied |

T [ Random effects model |

Figure 2: Taxonomy of techniques for estimating mean results in meta-analyses of
road safety evaluation studies

A choice first has to be made regarding the weighting scheme to be applied. There
are three main possibilities: (1) All results are assigned the same weight (i e an
unweighted mean is estimated), (2) The logodds method of combining results is
applied, and (3) The Tanner Chi-square technique for combining results is
applied. Once the weighting scheme has been chosen, results should be tested for
homogeneity in order to choose the right technique for estimating the mean result
(Fleiss and Gross, 1991). The basic idea is that if there is significant heterogeneity
of results (i e larger than random variations around the mean), a random effects
model ought to be applied in estimating the mean result and the uncertainty of this
result. If results are homogeneous, on the other hand, a fixed effects model can be
used.
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An extensive literature exists dealing with these choices and there is no con-
sensus with respect to which model of analysis should be preferred (Tanner, 1958;
DerSimonian and Laird, 1986; Kuritz, Landis and Koch, 1988; Berlin, Laird,
Sacks and Chalmers, 1988, Griffin, 1989; Fleiss and Gross, 1991; Hauer, 1992;
1997; Shadish and Haddock, 1994). This means that, ideally speaking, a meta-
analysis ought to apply all techniques and test the sensitivity of the mean result
with respect to the choice of technique. If the estimated mean is the same no
matter what technique is used, the choice of technique does not matter. If the
estimated mean differs depending on which technique is used to estimate it, then
the choice of technique needs to be discussed more in detail and justified in terms
of the properties of the data set.

8.3 Theoretical validity

Theoretical validity is the degree to which a study or a set of studies relies on an
explicit theoretical foundation that provides an explanation of study findings. The
classic example of how theory can provide an explanation to the findings of a
study is the Covering Law paradigm of natural science (Hempel, 1965):

E: The water in the radiator of my car is frozen

P1: Water freezes when the temperature drops below zero Celsius
P2: Last night, the temperature dropped below zero Celsius

C: That is why the water in the radiator of my car is frozen

This simple paradigm starts with the result that needs an explanation (E). The
explanation consists of a statement of the Covering Law (P1) and the empirical
observation made (P2), and is concluded by a statement showing how the two
premises of the explanation explain the study finding (C).

It has been pointed out that the lack of an explicit theoretical basis is a major
obstacle to cumulative transport research (Brehmer, 1993). An explicit theory, for
example in the form of hypotheses set up in advance of an empirical study, is
useful in many ways:

1 Theory tells the researcher what is important and what is unimportant, and
thus guides the selection of variables to be included in a study. The alternative
to relying on theory in this respect is to include in a study only those variables
for which data happen to be available, or that have turned out to be
statistically significant when tested in a preliminary analysis.

2 Theory gives support in designing the plan for collection and analysis of data
in a study. It informs the researcher of the appropriate study design.
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3 Theory gives support when interpreting the results of an empirical study. It
tells the researcher what results make sense, by stating clearly the results the
study is expected to produce. It is, however, appropriate to caution against
relying too much on theory in interpreting the results of study, by dismissing
all results that contradict the theory. Results that contradict a theory should be
taken seriously if the study was appropriately designed.

4 Theory makes research more cumulative, by providing a unifying framework
for synthesising the findings of multiple studies and integrating new findings
with those of previous research.

For these reasons, it is desirable to develop an explicit theoretical foundation for
evaluation research. A theoretical foundation for research can be more or less
developed. A fully developed theoretical foundation for empirical research will:

1 Identify all relevant concepts and variables and specify how they can best be
measured;

2 Sort relevant variables into the categories of independent variables, con-
founding variables, mediating variables, moderator variables and dependent
variables;

3 Propose hypotheses describing the relationships between variables, including:
(@) which variables that are related; (b) the direction of the relationship, (c) the
strength of the relationship;

4 ldentify the most important alternative hypotheses that may explain study
findings if the proposed theory is contradicted.

Less well developed theories will not contain all these points. Four criteria of
theoretical validity have been proposed. The first criterion, T1, refers to how well
developed the theoretical framework for a study is in terms of the four points
listed above. A crude distinction is made between three levels of development.

The second criterion of theoretical validity refers specifically to the use of
theoretical concepts and to well operationalised these concepts are (T2). The use
of theoretical concepts is fruitful only to the extent that these concepts can be
measured. Concepts that cannot be measured can only function as labels or
heuristic devices in a theory, not as definitions of relevant variables.

The third criterion of theoretical validity (T3) is relevant for evaluation re-
search specifically. It refers to whether a theory specifies the process mediating
effects from the measure or programme that is evaluated to the dependent variable
of interest. With respect to road safety evaluation studies, this usually involves
specifying the risk factors for accidents a safety measure is intended to influence.
The causal chain from a safety measure to a change in the number or severity of
accidents goes through one or more risk factors the measure influences. The point
of specifying these factors, and measuring them, is to assess the validity of causal
inferences by checking the stages of the causal chain. Suppose, for example, that
speed limits are reduced. The more a speed limit is reduced, the more one would
expect speed to go down, and the more speed goes down, the more one would
expect the number of accidents to go down. If such a pattern is found, it
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strengthens a causal inference; if it is not found, it weakens inferring causality in
the relationship between speed limit changes and changes in the number of
accidents.

The fourth and final criterion of internal validity proposed concerns whether
the proposed theory is supported or not (T4). Theoretical validity is higher when a
theory is supported than when it is rejected.

8.4 Internal validity

Internal validity denotes the extent to which a study or a set of studies fulfills the
conditions for inferring a causal relationship between the measure or programme
whose effects is evaluated and the dependent variable or variables of interest. The
criteria of internal validity proposed in Table 1, are based on the following list of
commonly accepted conditions for causal inference (Elvik, 1995C), gleaned from
the literature (Blalock, 1961; Hill, 1965; Hellevik, 1977; Cook and Campbell,
1979; Elwood, 1988; Cordray, 1993):

1 Statistical association
There should be a statistically significant association between the causal vari-
able and the effect variable. This condition is elaborated in points 3 and 4
below.

2 Clear direction of causality
It should be possible to determine the direction if causality between the vari-
ables subject to a causal relationship, that is whether A causes B or B causes
A. The cause is generally assumed to precede the effect in time.

3 No confounding
The statistical association between cause and effect should persist when con-
founding variables are controlled. A confounding variable is any variable that
is related to both the causal variable and the effect variable in a way that can
either (a) give rise to an artifactual relationship between the causal variable
and the effect variable, or (b) mask a true relationship between the causal
variable and the effect variable. Confounding is illustrated below:

[ Confounders |\

[ Causes | —  [Effects
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4 Known causal mechanism
The relationship between a causal variable and an effect variable should be
explicable in terms of a known causal mechanism mediating the influence of
the causal variable on the effect variable, or in terms of a theory stating why
the variables are causally related. The specification of a causal mechanism is
illustrated below:

[ Cause | » | Mechanism | ————» [Effect |

5 Consistency across studies
The relationship between a causal variable and an effect variable should be
consistent across studies and be reproduced in repeated studies made in differ-
ent settings.

6 Dose-response pattern
The effects of the causal variable on the dependent variable should exhibit a
dose-reponse pattern. A dose-response pattern is present when large changes
in the causal variables are associated with large changes in the effect variable,
and the converse.

7 Specificity of relationship
If there are reasons to believe that the relationship between a causal variable
and an effect variable applies only to a specific subset of data, a causal
inference is strengthened when the presumed specificity of the relationship is
found, weakened when this specificity is not found.

The first five of these conditions are the most important, and are nearly always
applied in assessing the causality of a relationship. Conditions six and seven may
be applied if relevant, otherwise not. The presence of a dose-response pattern or a
specificity in the relationship between cause and effect are not necessary condi-
tions for inferring causality, but these conditions are useful when relevant.

From the list of conditions, one can see that in order to infer causality in the
relationship between a pair of variables, that relationship should be both (1) Sta-
tistically valid, as indicated by condition 1, (2) Theoretically valid, as indicated by
condition 4, and (3) Externally valid, as indicated by condition 5. Internal validity
therefore partly overlaps the other types of validity; in fact one could say that a
relationship between a putative cause and its effect cannot be internally valid
unless it is also statistically, theoretically and externally valid.

The criteria of internal validity that are specific to this type of validity are
those of conditions 2, 3, 6 and 7. Of these, conditions 2 (direction of causality)
and 3 (control of confounding variables) are the most important. Based on the list
of conditions for inferring causality, the following criteria of internal validity in
evaluation studies have been developed.
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Criterion 11, direction of causality, refers to the possibility of clearly inferring
the direction of causality in a study. This possibility is related to study design. An
experimental study, preferably one in which the dependent variable is measured
both before and after treatment is introduced, provided the best basis for deter-
mining the direction of causality. In non-experimental studies, before-and-after
studies are often believed to provide a better basis for inferring direction of
causality than cross-section studies. Whether this is in fact the case depends to a
large extent on how well a study controls for confounding factors. In a poorly
controlled before-and-after study, the direction of causality may be less clear than
in well controlled cross-section study. Sometimes, the direction of causality can
be inferred from apriori reasoning. Thus, a possible causal relationship between
driver gender and accident rates can only go in one direction.

Control of confounding factors (12) is arguably the most important criterion of
internal validity in evaluation research. Several factors make this criterion impor-
tant: (1) Most of evaluation research uses non-experimental designs that do not
guarantee control of all confounding factors; (2) The number of confounding
factors that could bias the results of a study is, in principle, infinite; (3) Several
studies have shown that lack of control of important confounding factors can
seriously bias the results of evaluation studies (for illustrations, see examples
given by Elvik, Mysen and Vaa 1997).

Control of confounding factors can be attained both in the design of a study
and during the analysis stage of research. The best way of controlling for
confounding factors — in fact the only way to control all confounding factors — is
to use an experimental study design. In other study designs, control of
confounding factors will be imperfect. However, this does not mean that all non-
experimental studies are equally bad in this respect. Since the number of
potentially confounding factors is in principle infinite, studies that control for a
large number of confounding factors are better than studies that control for just a
few or none at all.

On the other hand, it is in fact possible to control for "too many” confounding
factors. This can occur in two ways. The first one is when a variable is related to
both the causal variable and the effect variable, but not in a way that confounds
the relationship between them. Examples of such cases are given by Kleinbaum,
Kupper and Morgenstern (1982). Another case of erroneous control of a con-
founding variable, is when a mediating variable, that is a variable which is causal-
ly influenced by the measure whose effects are evaluated and in turn influences
the dependent variable is misconceived as a confounding variable. A case in point
would be a study that controlled for changes in driving speed when estimating the
effects of a speed limit change on the number of accidents. But a change in speed
is likely to be a consequence of the change in speed limit, and is the mediating
process through which this measure influences the number of accidents.

Both types of errors can be avoided by basing a study on an explicit causal
model that identifies relevant confounding and mediating variables. Non-experi-
mental studies in which the control of confounding variables is based on such a
model should therefore be rated as better in terms of control of confounding fac-
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tors than studies that base their control of confounding variables on whatever data
happened to be available concerning potentially confounding variables.

The presence of a dose-response pattern (13) can further strengthen causal in-
ferences, provided the other conditions of causality are satisfied. In road safety
evaluation studies, two kinds of dose-response patterns are conceivable. The first
kind is based on the volume or standard of the safety measure that is being eval-
uated. Examples would be: ”The higher the standard of road lighting, the greater
the reduction in nighttime accidents”, or: “The greater the increase in police en-
forcement, the greater the reduction in the number of accidents”. The other kind
of dose-response pattern is based on the relationship between a risk factor that is
influenced by a safety measure and the number and/or severity of accidents. An
example would be: "The greater the reduction in driving speed, the greater the
reduction in the number and severity of accidents”. It is not always possible to test
for a dose-response pattern in the results of studies that have evaluated the effects
of a measure or programme. Some measures are dichotomous and admit of no
dose-response pattern: A car either has or has not high mounted stop lamps.
However, even if the idea of a dose-response pattern does not make sense at a
micro level (that is for each unit of observation in a study), it may still do so at an
aggregate level: The higher the proportion of cars that have high mounted stop
lamps, the greater becomes the decline in the number of rear-end collisions.

In some cases, the target group of a policy intervention is so clearly defined
that it is possible to use the specificity of an effect to the target group (14) as a
criterion to support causal inferences. If changes in the expected direction of the
dependent variable are found in the target group of the intervention only, that
supports a causal inference. If similar changes in the dependent variable are found
across the board, the basis for a causal inference is weakened. To illustrate the use
of this criterion, consider a study by Broughton (1987) of a prohibition against
using large motorcycles (defined as motorcycles with an engine displacement of
more than 125 cubic centimetres) for drivers holding a learner’s permit. The ob-
served changes in the number of accidents in this study are shown in Table 3.

It is seen that the largest percentage change in the number of accidents
occurred in the target group of the intervention: learner drivers riding motorcycles
with an engine displacement of more than 125 ccm. Moreover, the change
observed in this group was in the expected direction of fewer accidents. There
was an increase in the number of accidents involving learner drivers riding small
motorcycles (less than 125 ccm), also expected because of a switch over from
larger motorcycles. Only small changes in the number of accidents were observed
among experienced motorcycle riders.
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Table 3: Changes in the number of accidents following a prohibition against
using motorcycles above 125 ccm for learner drivers. Based on Broughton, 1987

Percent change in the number of accidents

Best 95% confidence

Groups of riders Engine displacement estimate  limits
Learner drivers Less than 125 ccm +24 (+21; +29)

125 ccm and above  -79 (-80; -77)

All categories +2 (-1; +5)
Experienced drivers  Less than 125 ccm +7 (+2; +12)

125 ccm and above  -16 (-18; -14)

All categories -10 (-13; -8)

This pattern in the results of the study agrees with what one would expect if the
policy intervention affected the target group only, or at least had a greater effect
within the target group than for other groups. It thus supports a causal inference.

8.5 External validity

External validity denotes the possibility of generalising the results of a set of
studies to other contexts than those in which each of the studies in the set were
made. The results of a set of studies display high external validity if reproduced to
within random error in studies that were made in very different circumstances.
There are two main reasons why external validity is important in evaluation
research. In the first place, the weak theoretical foundation of much of evaluation
research means that few results can be ruled out on theoretical grounds. Confi-
dence in the results of evaluation studies therefore depends in their having been
reproduced in a large number of studies. In the second place, evaluation studies do
not always rely on random sampling, but frequently employ convenience samples
or self selected samples. Strictly speaking, conventional techniques of statistical
inference cannot be used for such samples (because their sampling distribution is
unknown). Generalisation of the results of evaluation research cannot rely on sta-
tistical testing exclusively, but in addition has to rely on a less formal inductive
reasoning based on how often results have been reproduced in evaluation studies.
Three criteria of external validity have been proposed in Table 1. The first
criterion concerns the stability of results in time (E1). Results that have been
reproduced (i e are identical to within random error) in studies reported during a
long period score higher for external validity than results that have not been
reproduced for a long time. The second criterion concerns the stability of results
in space (E2). Results that have been reproduced all over the world are more ex-
ternally valid than results from a single country. The third criterion refers to the
context of a study (E3). Results that have been reproduced across different study
contexts are more externally valid than results that differ from one context to
another. The term “context” is, admittedly, rather vague. It denotes the external
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circumstances in which a study was made, not aspects internal to the study. Ele-
ments of context for road safety evaluation studies might include the basic rules of
the road in a country (like driving on the left versus driving on the right), the level
of motorisation (number of cars per inhabitant), and the reporting rules for acci-
dents (the exact definition of reportable accidents). The exact elements of the con-
text that are regarded as relevant in assessing external validity will have to be
specified on a case-by-case basis.

8.6 Therelationship between types of validity

The four types of validity are not entirely independent and may partly overlap.
Figure 3 is an attempt to depict visually the relationship between types of validity.

-
(

Figure 3: The relationship between types of validity. S = Statistical, T = Theo-
retical, | = Internal, E = External
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There is some overlap between statistical and theoretical validity. Results cannot
be theoretically valid without being statistically valid, at least with respect to
some of the criteria of statistical validity. There are, on the other hand, aspects of
both statistical and theoretical validity that do not overlap. For example, criteria
T1 and T2 for theoretical validity do not overlap with statistical validity. Criterion
S1 for statistical validity is not a necessary criterion of theoretical validity.
Internal validity has been assumed to encompass both statistical and theoretical
validity, and in addition partly overlap external validity. There are in addition
some specific criteria of internal validity that do not overlap statistical and
theoretical validity.

Which is the most basic type of validity? Can strength with respect to one type
of validity partly compensate for weakness with respect to another? The impor-
tance of the various types of validity will differ depending on the topic for
research and research objectives. In basic research in academic disciplines, theo-
retical validity has traditionally been regarded as very important. In evaluation
research, statistical validity is likely to be the most important type of validity,
closely followed by internal validity. Statistical validity is the most basic type of
validity in empirical research. Results that do not make sense from a statistical
point of view are meaningless from any other point of view as well. What can be
made of results from research made in small convenience samples, with poor,
error ridden data that failed to attain statistical significance? No substantive
interpretation is possible for such research.

The following preliminary ranking of the importance of the four types of
validity in evaluation research is proposed:

Type of validity Points for importance
Statistical conclusion validity 4
Internal validity 3
External validity 2
Theoretical validity 1

Statistical conclusion validity is rated as most important, theoretical validity is
rated as least important. This ranking reflects the current state of affairs, in
particular in road safety evaluation studies. Ideally speaking, it is desirable to
increase the importance of theoretical validity and reduce the importance of ex-
ternal validity by developing a more firm theoretical basis for evaluation research.
At present, however, it is necessary to require a high degree of external validity
in evaluation research to compensate for the lack of theoretical validity. Results
have to be reproduced over and over again before we can believe in them, because
there is often no strong theory that informs us that these results must be correct.
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9 Summary and Discussion  of
Appended Papers

Seven papers are appended. In order of appearance, these papers are:

1 The safety value of guardrails and crash cushions: A meta-analysis of
evidence from evaluation studies (Elvik, 1995A)

2 A meta-analysis of evaluations of public lighting as an accident counter-
measure (Elvik, 1995B)

3 Does prior knowledge help to predict how effective a measure will be? (Elvik,
1996A)

4 A meta-analysis of studies concerning the safety effects of daytime running
lights on cars (Elvik, 1996B)

5 Evaluations of road accident blackspot treatment: A case of the Iron Law of
evaluation studies? (Elvik, 1997)

6 Evaluating the statistical conclusion validity of weighted mean results in
meta-analysis by analysing funnel graph diagrams (Elvik, 1998A)

7 Are road safety evaluation studies published in peer reviewed journals more
valid than similar studies not published in peer reviewed journals? (Elvik,
1998B)

This chapter gives a summary and discussion of these papers on the basis of the
system for assessing the validity of evaluation research presented in the previous
chapters, especially chapter 8. The summary concentrates on how the validity of
research has been assessed in these papers. The results of the evaluation studies as
such will not be discussed.

The subject of paper 1 (Elvik, 1995A) is the effects on safety of guardrails and
crash cushions. The main focus of the paper is on the substantive issue of how
installing guardrails and crash cushion affects road safety. However, research
problem 3 as formulated in the paper (Can the evidence from evaluation studies
be trusted?) concentrates on the validity of the evaluation studies that have been
made with respect to guardrails and crash cushions.

The paper contains a fairly detailed classification of studies with respect to
study design and confounding variables controlled. This classification is intended
as a basis for assessing studies in terms of internal validity. The paper notes that
three conditions should be met for a weighted mean estimate of safety effect
based on a number of studies to make sense: (1) There should not be publication
bias in the sample of results, (2) The distribution of the individual results around
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the weighted mean should be "well behaved”, and (3) The studies should use
identically defined, or at least commensurable, measures of effect.

Six funnel graph diagrammes are presented in the paper in order to test for the
possible presence of publication bias. In addition to indicating the possible pres-
ence of publication bias, these diagrammes show the modality of the distribution
of results, i e whether the results are unimodal, bimodal, multimodal or lack any
distinctive mode at all. In general the funnel graphs give no clear indication of
publication bias. Some of the funnel graphs are based on rather few data points.
No guidelines have been found in the literature concerning the smallest number of
data points for which it makes sense to prepare a funnel graph. However, as a rule
of thumb, it will in most cases probably be difficult to find a meaningful pattern in
graphs based on less than ten data points. Funnel graphs based on less than ten
data points are unlikely to provide much useful information.

In two of the funnel graph diagrammes presented in paper 1 (figures 7 and 8),
the modal data point (the uppermost data point in the figure, based on the largest
statistical weight or sample size) is located to the left of the majority of data
points. This means that the modal data point in these graphs is not very repre-
sentative of the typical result of the studies represented in these funnel graphs. As
noted in the paper, these data points contribute more to the statistical weights than
any other data points and will therefore unduly influence the weighted mean
estimate of effect. The weighted mean estimate of effect will be inflated by these
highly atypical modal data points and not be representative of the typical result of
an evaluation study.

An approach to this problem, not pursued in paper 1, but introduced in paper
6, is to define outlying data points in terms of their effects on the weighted mean.
An outlying data point is defined as any data point whose exclusion significantly
affects the weighted mean. While arbitrary, in the sense that the choice of the
level of statistical significance used to assess whether a data point is outlying is a
matter of convention rather than analysis, an attractive feature of this definition is
that it implicitly accounts for the effects of varying statistical weights on the
probability of classifying a data point as outlying. Extreme data points in the tails
of a funnel graph are unlikely to be classified as outlying, because they tend to be
based on small samples (small statistical weights) and contribute little to the
weighted mean.

Figure 7 in paper 1 shows the results of studies that have evaluated the effects
of crash cushions on the odds of sustaining a fatal injury. Ten data points are in-
cluded in the Figure. A reanalysis of these data, applying the technique introduced
in paper 6 of omitting one data point at a time and estimating the weighted mean
based on the remaining n — 1 data points, shows that the modal data point in
Figure 7 is not an outlying data point. Its inclusion does nevertheless substantially
affect the mean. If included, the weighted mean effect of crash cushions is a 69%
reduction in the odds of sustaining a fatal injury. If omitted, the weighted mean
effect is reduced to a 54% reduction in the odds of sustaining a fatal injury. The
difference between these estimates of the mean effect of crash cushions is, how-
ever, not statistically significant.
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Paper 1 applies a fixed effects model of meta-analysis. It does not discuss the
choice between a fixed effects model and a random effects model. The choice of a
fixed effects model can be defended on the grounds that it is a much simpler
technique of analysis than a random effects model and that the extensive parti-
tioning of the results into subsets in paper 1 probably takes account of the effects
of most factors that are likely to generate a systematic variation in the effects of
guardrails and crash cushions. In paper 1, factors contributing to variation in the
effects of guardrails and crash cushions are analysed by means of a simple one
way analysis of variance. This analysis is carried out in two stages. The first stage
is to determine the amount of variation in a set of results. This is done by esti-
mating the coefficient of variation. The second stage of analysis consists of deter-
mining the relative contributions of random and systematic variation to the vari-
ance in a sample of results.

The approach adopted in paper 1 relying on analysis of variance has not been
applied in subsequent papers. The Chi-square technique of Fleiss (1981) and
others is more appropriate for the logodds method of meta-analysis than con-
ventional analysis of variance. This technique for decomposing the variance in a
sample of results into random and systematic variation is explained in detail in
paper 6, which shows a case illustration of the technique. Still, the main findings
of the analysis of variance presented in paper 1 are valid and identifies those sub-
sets of the data for which the contribution of systematic variation in study findings
is greatest.

Table 1 in chapter 8 lists criteria of validity for evaluation research. The
criteria in terms of which studies that have evaluated the safety effects guardrails
and crash cushions are assessed formally or informally in paper 1 include:

S2, sample size, which is shown in each of the funnel graphs and serves as basis
for defining the statistical weight of each result included in the meta-analysis;

S6, dependent variable definition, which is discussed in the text as regards the
appropriateness of using the odds ratio, defined in terms of levels of injury
severity, as a measure of the effect of guardrails and crash cushions on injury
severity;

S7, publication bias, which is addressed on the basis of the funnel graph dia-
grammes;

S8, shape of distribution of results, which is discussed informally on the basis of
the funnel graph diagrammes (in terms of skewness and possible outlier bias);

12, control of confounders, which is tested in terms of the sensitivity of results
with respect to study design and control of specific confounding variables;

E1, stability in time, by showing how the results of evaluation studies vary by
decade of study publication.
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In addition to these criteria, the data assembled for paper 1 allows a test to be
made of a dose-response relationship with respect to the effects of guardrails
(criterion 13 in Table 1). More specifically, such a test can be made for median
guardrails on divided highways. Three types of guardrails have been studied: (1)
Concrete median barriers, that are stiff and unyielding, (2) Steel beam guardrails,
that yield upon impact, and (3) Wire guardrails, that yield even more when struck
by a motor vehicle than steel guardrails. The more yielding a guardrail is, the
more it ”prolongs” a crash by absorbing kinetic energy. The slower the process of
absorbing kinetic energy, or transforming it to vehicle deformation, the less likely
car occupants are to sustain injury. Hence, one would expect a softer guardrail to
reduce the likelihood of injury, especially severe injury, more than a stiff guard-
rail. Inspection of the results obtained in evaluation studies confirms that this is
indeed the case.

To illustrate the logic of this test of a dose-response pattern, consider Figure 4,
which is based on (unpublished) data collected for paper 1. The figure shows the
weighted mean effects of three types of median guardrails on the odds of sustain-
ing a fatal injury or any personal injury, given a crash.
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Figure 4: Dose-response pattern in effects of median guardrails

The presence of a dose-response pattern in the effects of median guardrails can be
inferred from the following observations: (1) The effect of guardrails is greater for
fatal injuries than for personal injuries in general. This tendency is consistent with
a dose-response pattern, because an energy absorbing structure like a guardrail
will often absorb a sufficient amount of energy to make the crash survivable, but
not enough to make it harmless. (2) The effects of guardrails on the probability of
sustaining injury increases as the guardrails become more yielding. This pattern is
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particularly clear for personal injury of any severity, but a similar tendency, albeit
less consistent, is found for fatal injury as well.

Paper 2 (Elvik, 1995B) presents a meta-analysis of studies that have evaluated the
safety effects of road lighting. The format of this paper is very similar to paper 1.
It takes as its starting point previous criticism that has been made of the validity of
studies that have evaluated the effects of road lighting. The approach taken to
testing the validity of these evaluation studies is essentially the same as in paper
1. There are, however, some differences between paper 1 and 2.

Paper 2 contains a brief discussion of various techniques of meta-analysis.
Three techniques are compared: (1) A simple vote counting method, (2) A more
sophisticated version of the vote counting method, in which account is taken of
the statistical significance of results and (3) Methods that estimate a weighted or
unweighted mean result based on a sample of evaluation studies. It is argued that
methods belonging to group 3 are the most informative. A simple vote count
merely tells us the direction in which the majority of results go (increase or
decrease). The refined vote counting method in addition informs us of the reli-
ability of the tendency, in terms of the proportion of results that are statistically
significant. A meta-analysis in which a mean result is estimated informs us about
the size of an effect, not just its direction. Moreover, if the mean result estimated
is weighted by the sample size on which each result is based, it will account for
the varying levels of statistical reliability of the results that are the basis of the
weighted mean. Based on these distinctions, various methods of meta-analysis can
be placed on a continuum with respect to the information they provide:

Methods Methods
Method of Simple vote Refined vote  estimating estimating
meta-analysis  counting counting unweighted weighted
method method mean result mean result
Information Direction Direction Direction Direction
about effects Reliability Size Size
Reliability

The conditions listed in paper 2 for a weighted mean estimate of effect to make
sense are the same as those listed in paper 1 and discussed above. The section of
the paper specifically devoted to testing the validity of studies that have evaluated
the safety effects of road lighting discusses regression-to-the-mean, secular trends
in accident occurrence and the effects of contextual variables as threats to the
validity of these studies. Regression-to-the-mean and secular trends are threats to
internal validity. The effects of contextual variables, most of which would be
termed moderator variables according to the classification of variables introduced
in paper 7, mainly determines the external validity of the results.

In general the results of studies that have evaluated the effects on road safety of
providing road lighting are found to be very robust with respect to the various
threats to validity that are examined. In short, this means that the research that has
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been performed to find the effects this safety measure is of rather high validity.
Summarising the aspects of validity assessed in paper 2 by reference to Table 1,
the following criteria of validity are highlighted in paper 2:

S2, sample size, by the weighting scheme used in the meta-analysis;

S6, dependent variable definition, by comparing results defined in terms of the
number of accidents and results defined in terms of accident rates;

S7, publication bias, by the use of funnel graph diagrammes;

S8, shape of distribution of results, as can be assessed informally by inspecting
the funnel graphs;

12, control of confounders, by studying how the results of evaluation studies vary
according to study design and the control of specific confounding variables;

E1, stability in time, by examining how study results vary depending on decade of
publication;

E2, stability in space, by examining how study results vary between countries;

E3, stability in contexts, by examining, for example, how study results vary ac-
cording to the type of traffic environment where road lighting was installed.

The emphasis put on examining the external validity of studies that have
evaluated the effects of road lighting may perhaps seem out of place. Surely, road
lighting is an example of a measure for which one would expect the results of
reasonably well designed studies to be nearly the same everywhere. Darkness
makes it more difficult to see — for everybody all over the world. Road lighting
improves visibility at night, which in turn ought to make it easier to avoid
accidents.

This line of reasoning is, however, too simple. It is true that road lighting, or at
least high quality road lighting, improves visibility at night. Hundreds of studies
have been made to determine how various types of road lighting affect visibility
and how changes in visibility influences the ability of road users to detect and
identify other road users or obstacles on the road (Ketvirtis, 1977). Based on these
studies, one would expect reasonably good road lighting to improve road safety.
But a hypothesis merely stating that: "Road lighting can be expected to improve
road safety at night” is almost worthless as a theoretical basis for evaluation
studies designed to measure the effects of road lighting on safety. Theory is useful
as a basis for evaluation research to the extent that it:

1 Makes it possible to rule out certain results, or at least render them highly
unlikely,

2 ldentifies relevant confounding variables and provides guidance with respect
to how best to control for them,

3 Identifies important moderator variables, thus defining a systematic pattern to
which results can be expected to conform,
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4 ldentifies the causal chain through which effects are mediated from an inter-
vention on through one or more mediator variables to the dependent variable
of interest.

The hypotheses about the effects on road safety of road lighting that can be der-
ived on the basis of engineering studies that have established the effects of road
lighting on factors like luminance levels, subjective rating of visibility or detect-
ion distances to specific objects hardly satisfy these requirements. The main rea-
son why the technical studies do not give a satisfactory basis for theory formu-
lation, is that they fail to address the effects of a very important class of variables
that partly determines the effects of virtually all road safety measures: Human
behavioural adaptation.

When road lighting is installed, a number of changes in road user behaviour
may occur. The amount of travel at night may increase, because some people who
found it too strenuous or uncomfortable to travel in the dark when roads were
unlit will now find the effort worthwhile. The speed of travel may increase, as
road users find it easier to see the alignment of the road and objects in it. The
level of effort and attention exerted by road users may, perhaps unconsciously and
imperceptibly, go down as road users feel that they do not have to make as much
effort to see the road and other road users as they had to when the road was unlit.
Figure 5 shows a causal chain incorporating these mediating variables.

Independent variable Mediating variables Dependent variable
T | Visibility at night T
Provision of road € | Amount of travel € | Number and severity
lighting €© | Speed of travel © |of road accidents
T |Road user attention |1

Figure 5: Causal chain for effects of road lighting on the number and severity of
road accidents

In a study of behavioural adaptation to road lighting, Bjgrnskau and Fosser (1996)
have shown that all the three forms of behavioural adaptation listed in Figure 5
occur. It follows that the size and direction of changes in the number and severity
of accidents following the provision of road lighting depends on the relative
strengths of the effects represented by the various arrows in the model of the
causal chain in Figure 5. It is impossible to rule out on theoretical grounds an
increase in the number of accidents if, for example, road lighting is of poor
quality, while at the same time there is a large increase in nighttime travel, speed
goes up and road users pay less attention to traffic.

Although the case of road lighting may at first look like a promising subject for
developing a strong theoretical foundation for evaluation studies, in the form of
precise hypotheses about the effects of road lighting, based on physics, optical
theory and the results of technical experiments, the fact that human behaviour
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cannot be taken for granted complicates matter enormously. To predict theore-
tically the safety effects of road lighting, one would have to predict human be-
havioural adaptation to it. At the current state of knowledge, such prediction is
impossible. Since most technical interventions can be expected to affect human
behaviour one way or another, it follows that it is in most cases very difficult to
develop a strong theoretical foundation for evaluation research.

Paper 3 (Elvik, 1996A) in a way takes this point of view as a starting point for
developing a method for assessing the predictive validity of evaluation studies. By
predictive validity is meant the accuracy of predictions of the effects of future
applications of a measure based on the results of evaluation studies currently
available. Since the effects of future applications of a measure can only be known
from evaluation studies, predicting the future effects of a measure is tantamount to
predicting the results of future evaluation studies. To assess the predictive validity
of evaluation studies is therefore the same as to assess the stability over time of
the results of such studies, which is an aspect of their external validity.

Paper 3 introduces a simple approach to testing the predictive validity of eval-
uation studies. It involves partitioning the evidence from evaluation studies, ar-
ranged in chronological order, into fractiles and using the results from an “early”
fractile as a prediction of the results of a subsequent fractile. In paper 3, studies
are divided into quintiles, based on their statistical weights as a measure of the
amount of evidence they provide. The first 20% of evidence accumulated is then
used to predict the results of studies representing the next 20% of evidence. In the
next stage of analysis, the first 40% of evidence accumulated (in chronological
order), is used to predict the next 20%, and so on, until the first 80% of evidence
is used to predict the results of the most recent 20% of evidence from evaluation
studies. This approach makes it possible to test whether increasing the amount of
evidence — that is doing more research — leads to more correct predictions of the
effects of a measure. If doing more researchs leads to better predictions, then
predictions based on 80% of the evidence currently available should be more ac-
curate than predictions based on the first 20% of the evidence currently available.

According to the analysis in paper 3, predictive validity is not guaranteed, but
depends on a number of factors as modelled in Figure 6. Some of these factors are
assumed to enhance predictive validity, other factors are assumed to reduce it.
The actual level of predictive validity depends on the strengths of the effects of
the various factors influencing it.

The model presented in Figure 6 can interpreted as a list of some factors that
affect the external validity of evaluation research, particularly road safety eval-
uation studies. High external validity can only be established by doing extensive
research over a long period of time in highly different settings. The absence of a
strong theoretical foundation for evaluation research means that findings of high
generality can only be established by being reproduced a large number of times in
highly heterogeneous studies.
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A finding which has been replicated in many studies is, ceteris paribus, less
likely to be an artifact attributable to poor data or inadequate research design than
a finding reported by a single study only. Yet, it is not always the case that doing
more research leads to clearer findings. Contradictory findings are common in
evaluation research and may lead to confusion rather than clarity. The fact that the
research designs employed tend to differ from one study to another compounds
the problem of resolving contradictory findings.

Factors that increase Factors that reduce
predictive validity predictive validity
1 Increasing amount of 1 Atheoretical nature of
evidence evaluation research
2 Better explaining findings 2 Bias by selection in
of research application of measures
3 Universal pattern of 3 Publication bias in
mobility development evaluation research
4 Standardised use of safety 4 Flawed research designs,
measures unreliable findings
5 Universal effects of some 5 Conflicting findings of
important risk factors evaluation studies
6 Technical innovations in
safety measures
7 Law of declining
marginal returns
8 Changes in traffic system

—_— -

i i
[ Predictive validity |

Figure 6: Factors affecting the predictive validity of evaluation studies

Paper 3 shows that doing more research does not necessarily improve the pre-
dictive performance of evaluation studies and explains why it is a logical fallacy
to believe so. Predictions can be very erroneous and the prospect of explaining
why they are so rather poor. In terms of the criteria of validity listed in Table 1,
paper 3 focusses on external validity exclusively, that is on the criteria E1 through
E3, with the main emphasis on E1, stability in time of the results of evaluation
research.

Paper 4 (Elvik, 1996B) contains a meta-analysis of studies that have evaluated the
effects on road safety of daytime running lights on cars. This paper is in many
ways similar to papers 1 and 2, but assesses other aspects of validity than those
papers. Evaluations of daytime running lights have been very controversial. The
controversy has focussed on methodological issues.
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One of these issues concerns the use of the odds ratio as a measure of the effect
of daytime running lights. Paper 4 compares the odds ratio to two other defini-
tions of the effect of daytime running lights on the number of accidents (the
accident rate and the simple odds) and finds that they give broadly speaking the
same results. The evaluation studies are, in other words, robust with respect to the
definition of the dependent variable used in those studies (criterion S6 in Table 1).

The possible presence of publication bias is assessed by means of a funnel
graph diagramme. Studies that have evaluated the effects of daytime running
lights are classified in terms of study design. It is found that the results of the
studies are very robust with respect to study design. This implies that, at least in
evaluations of the intrinsic effects of daytime running lights (the effects for each
car using daytime running lights), the influence of uncontrolled confounding fac-
tors is rather small. If confounding factors had a major influence on the results of
evaluation studies, then studies with a poor control of confounding factors (non-
experimental studies with no comparison group) would be expected to obtain dif-
ferent results from studies with a good control of confounding factors (experi-
mental studies).

It is likely, however, that uncontrolled confounding factors have affected the
results of studies that have evaluated the aggregate effects of daytime running
lights (the effects of laws or campaigns designed to increase the use of daytime
running lights). The results of these studies fail to show a dose-response pattern,
that is there is no clear relationship between the size of the effect attributed to
daytime running lights and the size of the increase in the use of daytime running
lights upon the introduction of law requiring their use. There is, however, consis-
tency between the results referring to intrinsic effects and the results referring to
aggregate effects as far as the direction and size of the effect attributed to daytime
running lights is concerned.

The paper tests the relationship between the intrinsic effects of daytime
running lights and the latitude of the country in which effects were studied. This
test can perhaps be interpreted as a test of a theoretical prediction (hypothesis),
based on how the effects of daytime running lights on vehicle conspicuity vary in
different conditions of ambient illumination. The "latitude hypothesis” gets some
support from the data, indicating that there is a systematic pattern in the effects
attributed to daytime running lights in evaluation studies. If these effects were
entirely caused by statistical artifacts or uncontrolled confounding factors, one
would not expect to find this pattern.

Paper 4 is the first of the papers discussed so far that comments on a possible
source of bias in meta-analyses, arising from the possibility of including retrieved
evaluation studies in a meta-analysis. Four studies that had evaluated the effects
of daytime running lights were retrieved, but could not be included in the meta-
analysis because they did not report the number of accidents the stated effects
were based on. Paper 4 compares the results of these studies to the results of the
studies that were included in the meta-analysis. The results are quite similar,
indicating that the omission of the four studies not reporting the number of acci-
dents did not seriously bias the results of the meta-analysis.
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The possibility of a study inclusion bias in meta-analysis cannot be ruled out in
general, however. A paper by Wagenaar, Zobeck, Williams and Hingson (1995),
presenting a meta-analysis of programmes designed to reduce drinking and driv-
ing shows that if study inclusion criteria are strict, the large majority of retrieved
studies may have to be omitted from a meta-analysis. Figure 7 has been drawn on
the basis of Wagenaar et als study.

I T T T T
Studies retrieved  Of which evaluation Evaluation studies Adequately Not previously Final sample of
studies obtained designed studies summarised studies

Figure 7: Successive stages of study exclusion in meta-analysis of measures to
control drinking and driving. Adapted from Wagenaar et al 1995

A literature search identified 6,500 studies dealing with the subject of drinking
and driving. Only 815 of these, however, were evaluation studies. Efforts were
made to obtain these studies, but only 777 were obtained. These 777 studies were
then screened on the basis of three criteria for methodological quality. Only 291
studies passed this screening. 157 of these were omitted because they were judged
to be too old or had been summarised previously. This left 134 studies for
analysis, of which 9 were omitted because they used very atypical research
designs. This left 125 studies for inclusion in the meta-analysis. When the pruning
of studies is as drastic as it was in this case, one may wonder about the repre-
sentativeness of the studies that were included in the meta-analysis.

Summarising paper 4 with regard to the criteria of validity assessed in the
paper (cf Table 1), the following criteria were emphasised:

S6, dependent variable definition, by comparing study results according to three
different definitions of the variable intended to measure the safety effects of
daytime running lights;

S7, publication bias, by examining a funnel graph diagramme;
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T4, support for theory, by testing the hypothesis about a relationship between the
latitude of a country and the effects of daytime running lights;

12, control for confounders, by comparing study results for research designs
embodying varying levels of control of confounding factors;

13, dose-response pattern, by examining the relationship between the size of the
increase in the use of daytime running lights when it is made mandatory and the
size of the effect on accidents;

14, specificity of effect, by discussing (in the text) whether the effect of daytime
running lights is confined to multi party daytime accidents, as assumed in the
odds ratio measure of effect;

E2, the stability of results in space, by comparing the results of evaluation studies
reported in different countries.

Paper 5 (Elvik, 1997) is a case study of the so called Iron Law of evaluation
studies, applied to studies that have evaluated the effects on road safety of road
accident blackspot treatment. This paper is perhaps the most iconoclastic of the
seven appended papers. Proponents of blackspot treatment are likely to read the
paper as a one sided and wholly destructive attack on a successful approach to
road accident prevention.

The paper concentrates exclusively on criterion 12 of study validity, control for
confounders. Four known confounders in non-experimental before-and-after
studies are chosen for analysis. The study finds that the effects attributed to black-
spot treatment decline to virtually zero as more and more of these confounders are
controlled in evaluation studies. This finding supports the Iron Law of evaluation
studies.

Paper 5 can serve as basis for a more general discussion of approaches to the
control of confounding factors in evaluation studies. Based on a classification of
methods for controlling for confounders developed by Elwood (1988, page 94),
Figure 8 proposes a preliminary ranking of various methods for removing the
effects of confounding variables in evaluation studies.

Stage of control Method of control Rank
Design of a study Randomization
Matched comparison group
Non-matched comparison group
Restriction of sample
Analysis of a study Multivariate analysis
Stratification
Restriction of sample

~NOTh OWN P

Figure 8: Approaches to controlling for confounding in evaluation studies
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Control for confounding variables can be introduced either in the design of a
study or in the analysis of it, or at both stages of the research process. Controls
that are introduced early in the research process are generally to be preferred to
those that are introduced at later stages. Designing a study to control for
confounding variables generally involves using a control or comparison group in
addition to the test group that receives the treatment whose effects are evaluated.
The best way of defining a control group is by randomization, that is by assigning
subjects at random to either the treatment group (or groups) or the control group.
Provided the groups are large, randomization ensures that there will be no
systematic differences between them except with respect to exposure to the
treatment that is evaluated.

Hauer (1997) has proposed using the term comparison group when the control
group is not chosen at random, but selected on the basis certain criteria. A match-
ed comparison group is often regarded as better than a non-matched comparison
group. However, Hauer (1997) argues that the ranking of matched versus non-
matched comparison groups with respect to how well they control for con-
founding factors depends on their size. A small matched comparison group may
perform worse than a large non-matched comparison group.

Restriction of the sample is a procedure that can be applied both at the design
and analysis stages of a study. One may control for sex, for example, by confining
the study to women. Restriction must be rated as the poorest way of controlling
for confounders, because it makes it impossible to generalise the results of a study
beyond the restrictions imposed on it. This reduces the external validity of a
study.

The second main approach to controlling for confounding variables is to
collect data about these variables and measure their effects directly. This approach
to controlling for confounding variables is applied at the data collection and
analysis stages of a study. The best way of controlling for confounding in
analysis, is to use a multivariate technique of analysis. Multivariate analysis
allows for the simultaneous control of a large number of confounding variables.
Stratifying a sample according to confounding variables rapidly depletes sample
size and will therefore normally allow for the control of fewer confounding
variables than a multivariate analysis.

Both multivariate analysis and stratification can be of varying quality, de-
pending on how confounding variables are identified for analysis. The best way of
identifying confounding variables is by relying on a theoretical model that ex-
plicitly identifies relevant confounding variables and models their effects.
Another useful approach is to identify confounding variables statistically, as
explained by Kleinbaum, Kupper and Morgenstern (1982). Identifying
confounding variables statistically prevents the researcher from inadvertently
controlling for variables that really are not confounding and need not be
controlled, because they do not disturb the effects of the measure that is evaluated.

Paper 6 (Elvik, 1998A) is entirely methodological in its focus and is devoted to
how one can assess the statistical conclusion validity of weighted mean results in
meta-analysis by analysing funnel graphs and information derived from such
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graphs. The paper presents a set of simple techniques that can be applied to assess
the statistical conclusion validity of results in a meta-analysis. By doing so, the
paper shows how one can use various diagnostic tools in meta-analysis in order to
test how appropriate it is to generalise the results of studies included in a meta-
analysis.

One of the most common objections to meta-analysis is that it generalises too
much; it mixes “apples and oranges” and estimates meaningless mean results that
paste over crucial differences. This criticism is understandable, and fortunately it
is possible within the framework of meta-analysis to test whether there is any
merit to it. More specifically, paper 6 shows how one can test for the following
threats to the statistical conclusion validity of mean results in meta-analysis:

Heterogeneity (systematic variation) in a sample of results,

Skewness in a sample of results,

The modality of a distribution of results,

The sensitivity of the mean to outlying data points in a sample of results,
Publication bias in a sample of results,

The robustness of a weighted mean to the weighting scheme adopted,

The sensitivity of the standard error of the mean to the presence of correlated
results in a sample of results.

~NOo o, WN

These threats to statistical conclusion validity mostly refer to criteria S2 (sample
size), S7 (publication bias), S8 (shape of distribution of results) and S9 (the
robustness of the mean) in the list of criteria of validity given in Table 1.

Heterogeneity in a sample of results simply denotes the presence of systematic
variation in effect sizes in the sample. The presence of systematic variation in a
sample of results is, by itself, no decisive objection to estimating a weighted mean
result based on the sample. It makes perfect sense to conclude that the mean tem-
perature in June is higher than the mean temperature in January, despite the fact
that the variation in daily temperatures in each month will no doubt be greater
than randomness alone can account for.

If the contribution of systematic variation dominates the total variance in a
sample of results, it is well advised to opt for a random effects model of meta-
analysis. If, on the other hand, the contribution of systematic variation is minor,
little is gained by using a random effects model of meta-analysis. It merely
reduces the values of the statistical weights and complicates the analysis without
affecting the estimated weighted mean greatly.

By testing in stages first for the presence of systematic variation in study
findings, next for publication bias and finally for modality, skewness and possible
outlier bias in the distribution of results, the techniques described in paper 6 can
function as diagnostic tools, or screening devices, with respect to the appropri-
ateness of estimating a weighted mean result based on a sample of results. This
function is very useful, since the sample of results retrieved for a meta-analysis
can rarely be regarded as a random sample from a known sampling frame. Strictly
speaking, standard statistical techniques for testing significance or estimating
confidence intervals are based on the assumption that the sample was drawn at
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random. This assumption is routinely disregarded in current empirical research, as
one can quickly ascertain by opening any scientific journal. If, however, the
distribution of results in a sample retrieved for meta-analysis is "well behaved”,
that is approximately normal, using standard techniques of statistical inference is
perhaps a less serious violation of the assumptions underlying these techniques
than if the sample of results is highly skewed and riddled with outliers.

The jackknifing technique described in paper 6 for removing correlations
between multiple results of the same study has not been widely applied in meta-
analysis. As indicated in the paper, the idea of a correlation between multiple
results of the same study makes sense only when certain assumptions are met;
these assumptions are unlikely to be met for the data set used in paper 6. Some of
the studies included in that data set produced multiple results, sure enough, but
the idea of regarding these results as somehow correlated does not seem to make
sense. At any rate no method was found to compute the correlation. Multiple
results for the same variable can only be correlated if they: (1) represent succes-
sive observations in a time series, in which case the idea of an autocorrelation
makes sense, or (2) are conceptually or computationally related to each other, like
when result A is used to derive result B which in turn is used as input to derive
result C.

It should be noted that sophisticated techniques based on linear algebra (Gleser
and Olkin, 1994) have been developed in recent years for the treatment of what is
generally referred to as ”stochastically dependent effect sizes” in meta-analysis. A
comparison of these techniques to the jackknife technique has not been found, but
would be very interesting.

The main research problem treated in paper 7 is rather different from the
problems discussed in the other six appended papers. Paper 7 deals with factors
that influence study quality, especially the peer review system of scientific
journals. In order to answer the main question posed in paper 7, the paper also
discusses how study quality can be measured and proposes seven criteria of study
validity. These criteria are related to the following criteria of validity in Table 1:

S1, sampling technique, for which an ordinal variable is created;

S2, sample size, as measured by the statistical weight a study represents;

12, control of confounders, indicated both by the code for research design and the
explicit enumeration of relevant confounding variables that ought to be
controlled;

14, specificity of effect, indicated by the coding of moderating variables a study
ought to specify;

It should be noted that the studies included in paper 7 have been rated for validity
in terms of methodological strengths and weaknesses only and with no regard to
their results. The results are not even mentioned in the paper and are irrelevant in
judging the validity of each study. Results are relevant, however, when it comes
to judging the external validity of a set a studies, but only with respect to their
variability, not their content.
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Paper 7 discusses some hypotheses concerning factors that affect study quality.
It is hypothesised, for example, that the ”publish or perish” system of universities
provide researchers with incentives that lead to higher quality research. The
results presented in the paper do not seem to give very strong support to this
hypothesis, although the papers published in peer reviewed journals by university
professors were rated slightly higher for validity than papers published by authors
with other affiliations or not in peer reviewed journals. It is well known that the
publish or perish system is despised by most people who are subject to it. The
system may actually pervert the incentives to publish to such an extent that re-
searchers churn out a heap of rubbish, and publish it in third rate journals in an
attempt to beat the system. A determined author can get any rubbish published. It
is almost always possible to find some obscure journal with a sufficiently lax
review system to let through even very poor papers. The publish or perish system
may lead to fierce competition among researchers, hampering their ability to
cooperate and share new ideas with each other and thus, in the long run, slow
down scientific progress.

Another hypothesis proposed in paper 7 is that research in traditional academic
disciplines benefits from having a much stronger theoretical foundation than most
of evaluation research. The trouble with evaluation research is that one can rarely
rule out a result on theoretical grounds. On the other hand, the possibility that
theory may outrun empirical research to such an extent as to become almost in-
capable of empirical testing should not be ruled out. A case in point is modern
game theory. The most mathematically refined models of game theory seem to
bear little relation to everyday life and can only be tested in laboratory simu-
lations. There is simply no way of observing, for example, a repeated Prisoners’
Dilemma game in a natural setting in sufficient detail to test hypotheses con-
cerning the propensity to cooperate in the game. When observing human be-
haviour in a natural setting, one may not even know if the Prisoners’ Dilemma is
the right model of the interactions studied.

This does not mean that trying to establish a more firm theoretical foundation
for evaluation research is futile or should not be encouraged. In most cases,
however, one should not expect theory to predict more than the direction of an
effect. Theoretical predictions of the size of an effect will, at least at the current
stage of social theory, have to rely on rather strong assumptions whose validity
cannot always be tested.

The confidence placed in the peer review system by both the scientific com-
munity and the general public is perhaps too high. A number of studies have re-
vealed striking weaknesses of the peer review system of scientific journals. In a
widely quoted study, Peters and Ceci (1982) resubmitted twelve papers published
in prestigious psychology journals, using false names and affiliations (with con-
sent from the original authors), but otherwise changing the papers as little as
possible. Only three of the papers were found to be copies of previously published
papers. The other nine went through a complete review process. Eight of these
papers were rejected, only one accepted for publication.
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Coursol and Wagner (1986) show a very great publication bias in studies re-
porting the outcomes of psychological counseling and psychotherapy. Coursol
and Wagner divided papers into those showing a ”positive” outcome, that is an
improvement in health state following counseling or therapy, and those showing
”no effect or a negative” outcome. Papers belonging to the former group were
more likely than papers in the latter group both to be submitted to a journal, and,
once submitted, to get published. 66% of papers showing a positive outcome were
published, but only 22% of papers showing no effect or a negative outcome were
published. The peer review process strengthened publication bias rather than
reducing it. Other studies of publication bias include those of Begg and Berlin
(1988) and Dickersin and Min (1993).

Hargens (1988) shows that journal rejection rates are closely related to schol-
arly consensus, that is to whether referees agree on the fate of a paper or not. He
shows how editorial decisions with respect to publication can be predicted almost
perfectly from a simple decision model using only referee recommendations as
input. In a similar vein, Cullen and Macauley (1994) studied the relationship bet-
ween agreement between referees about publication and editorial decisions con-
cerning publication in the Journal of Clinical Anesthesia. Their study comprised
422 papers in total. Referee recommendations were coded as: (1) Accept as sub-
mitted, (2) Accept with revisions, (3) Reject in present form, and (4) Reject out-
right. They found that referees agreed perfectly in their recommendations for 169
papers. They differed by one category (for example between categories 2 and 3)
for 168 papers, by two categories (like 1 versus 3) for 73 papers and by three
categories (1 versus 4) for 12 papers. Disagreement among referees is, in other
words, quite common. But the majority of papers that got mixed reviews were
published, except in cases where one of the referees recommended outright re-
jection. Even 33% of the papers for which both referees recommended rejection in
the present form were published. It seems that editors are more inclined than
referees are to give authors the benefit of doubt. This means that many journals
are likely to contain a quite a few papers that the majority of the readers of those
journals will find worthless.

The unreliability of peer review has also been demonstrated in a study by
Cicchetti (1991). Referees fail to detect even outright fraud in scientific papers
(Rennie 1994). Rennie (1994) tells the story of Robert Slutsky, who during a
period of seven years (1978-1985) published 137 scientific papers in medical
journals. 48 of those papers were subsequently found to be of questionable vali-
dity, another 12 were found to be fraudulent. Before the fraud was exposed, all
papers by Slutsky were cited at the same rate. Once fraud was exposed, however,
the citation rate dropped by 67% for the fraudulent papers. But all these papers
had been published and quoted in good faith.
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In view of these studies, it should perhaps not come as a surprise that road
safety evaluation studies published in peer reviewed journals do not score much
higher for study quality than similar studies not published in peer reviewed jour-
nals. In addition to the failings of peer review, the incentives facing evaluation
research in general are, as noted in paper 7, not conducive to high quality re-
search. On a continuum going from pure market incentives on one end to pure in-
tellectual curiosity for its own sake on the other, evaluation research is pretty
close to the market end. As pointed out by Stephan (1996), knowledge is a public
good and competitive markets generally provide poor incentives for the
production of a public good. She claims, however, that science has developed a
reward structure that overcomes this problem and provides incentives for
scientists to behave in socially responsible ways. What stimulates intellectual
curiosity, according to Stephan, is the recognition awarded by the scientific
community to scientists who are the first to make a discovery or propose a new
theory. This incentive can hardly be said to play an important part in evaluation
research. Evaluation research concentrates on well-defined problems and often
aims to add only a little to previous knowledge. It is not the arena for grand
discoveries.

Table 4 summarises the criteria of validity that have been addressed explicitly
and implicitly in the seven appended papers.

Table 4: Criteria of validity used to assess studies in meta-analysis. Based on
Papers 1-7. Criteria used explicitly denoted by E, criteria used implicitly denoted
by I. Criteria taken from Table 1

Appended paper number

Criteria of validity 1 2 3 4 5 6 7
S1 Sampling technique E
S2 Sample size E E | E E

S3 Measurement reliability
S4 Systematic errors in data
S5 Techniques of analysis

S6 Commensurability of dependent variables | E E

S7 Publication bias E E E E

S8 Shape of distribution of results E E E

S9 Robustness of mean E

T1 Explicit theoretical framework

T2 Operationality of key concepts

T3 Specification of mediating process

T4 Support for theory E

11 Unequivocal direction of causality

12 Control of confounding factors E E E E E
I3 Dose-response pattern in results E

14 Specificity of effect to target group E E
E1 Stability of results over time E E E

E2 Stability of results in space E E E

E3 Stability of results across study contexts E E
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Between them, the appended papers have assessed the validity of road safety
evaluation studies in terms of all listed criteria of validity, except for:

S3, Measurement reliability;

S4, Systematic errors in data;

S5, Techniques of analysis;

T1, The presence of an explicit theoretical framework for a study;
T2, The operationality of key concepts;

T3, Specification of the mediating process between cause and effect;
11, An unequivocal direction of causality.

These are seven out of the total of the twenty criteria of validity listed in Table 3
and previously discussed in Chapter 8.

As far as the statistical conclusion validity of evaluation studies is concerned,
meta-analysis seem best suited to test aspects related to:

- The definition and commensurability of dependent variables,

- The possible presence of publication bias,

- The shape of the distribution of a sample of results, and

- The robustness of an estimated mean effect with respect to techniques of
meta-analysis

These are all aspects of validity that have been extensively discussed in the meta-
analysis literature. Measurement reliability (S3), which is not explicitly discussed
in any of the appended papers, is another aspect of validity that has received
extensive attention in textbooks of meta-analysis. There exists, for example, a
well-developed statistical theory specifying how various sources of unreliability
affect correlation coefficients and how one can adjust the value of correlation
coefficients for these sources of unreliability (see, for example, the instructive
discussion in Hunter and Schmidt, 1990, part Il). In principle, therefore, it is
possible to assess measurement reliability within the framework of meta-analysis
and rate studies according to this criterion.

In road safety evaluation studies, an important source of unreliability is, as
mentioned before, random fluctuations in the number of accidents. In meta-
analyses using the logodds method, this source of unreliability is accounted for in
the estimation of the statistical weights of the results going into the meta-analysis.
Results based on a small number of accidents are more unreliable than results
based on a larger number of accidents, and are assigned a smaller statistical
weight in meta-analyses using the logodds method.

Unreliability in the measurement of independent or mediating variables can
also affect the results of a study. Unless it is possible to model statistically this
kind of unreliability, it is rather difficult to assess it formally in a meta-analysis.
To the extent that unreliability is related to sample size, it is always possible to
account for it in meta-analysis. If unreliability is attributable to random variation
(sampling variation) in the variable that is measured, it is related to sample size
and will be less important in large samples than in small samples. If unreliability
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is related to random errors of measurement (errors of coding, misreading an in-
strument, etc), it is not obvious that such errors will be less frequent in large
samples than in small samples. To fully account for measurement errors, one
would have to know their frequency and nature, which is rarely the case.

This point of view applies to systematic errors in data (S4) as well. As noted in
chapter 8, most road safety evaluation studies rely on official accident statistics. It
is known that official accident statistics is subject to incomplete and inaccurate
reporting. Hauer and Hakkert (1988; see also Hakkert and Hauer 1988) show that:
(1) the more incomplete the reporting, the more unreliable become the results of
studies relying on officially reported accidents, and (2) the more imprecisely
known the level of reporting is, the more unreliable become the results of studies
relying on officially reported accidents. Unless one has access to an accident re-
cording system known to be complete, there is really no fully satisfactory way of
solving this problem.

To try to account for varying levels of accident reporting in road safety eval-
uation studies within the framework of meta-analysis, one can test the homo-
geneity of results as shown in paper 7. If the results in a meta-analysis are statis-
tically homogeneous, meaning that they vary no more than chance fluctuations,
one can conclude that varying levels of accident reporting do not affect the results
of the analysis. If, on the other hand, the individual results are statistically hetero-
geneous, meta-analysis can proceed by using a random-effects model.

A random-effects model accounts for varying levels of accident reporting
across studies. It does, however, not account for incomplete accident reporting in
each study. Hauer and Hakkert have shown how one can account for this, prov-
ided that: (1) the reporting level is known and (2) the uncertainty in the estimate
of reporting level is known. Unfortunately, this knowledge is rarely likely to be
available at the level of detail that is required for meaningful use of the
corrections described by Hauer and Hakkert. The level of accident reporting
varies, among other things, according to injury severity, group of road user, type
of accident and age of victim. Moreover, it may change over time. It could
therefore be misleading to correct for incomplete accident reporting in a specific
study by using an overall mean reporting level for the country in which the study
was reported. For further discussion, see Elvik (1999).

In most road safety evaluation studies, only simple techniques of analysis (S5)
are used. In non-experimental studies, however, advanced multivariate techniques
of analysis are increasingly used. It is possible to code studies with respect to the
techniques of analysis used and use this as a variable in meta-analysis. Although
none of the appended papers include this variable, it is possible in a meta-analysis
to assess the validity of studies with respect to choice of technique of analysis.

The theoretical validity of evaluation research, described in terms of four criteria
in Tables 1 and 3, is hardly assessed at all in the appended papers. These papers
do not address questions like: Do the results of these studies make sense from a
theoretical point of view? To what extent can a theoretical explanation of study
findings be given? Were the essential concepts used in an evaluation study ade-
quately defined? Did the evaluation studies contribute to the development of new
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theory or new concepts, or are they merely “puzzle solving” within a highly
developed theoretical framework? Or do these studies simply not rely on an
explicitly stated theory at all?

In one of the appended papers (paper 3), it is stated that evaluation research is
atheoretical and that very few results can be ruled out on theoretical grounds. As
an illustration of the difference between evaluation research and natural science,
the case of heating an iron rod is used. If it does not expand, we would not reject
the theory which states that iron expands when heated. We would rather start
wondering if there was something wrong with the thermometer used to measure
the temperature of the iron rod or the ruler used to measure its length. In eval-
uation research, on the other hand, researchers are rarely able to rule out certain
results in the same manner by invoking a well-established theory.

It is an exaggeration, however, to say that evaluation research is entirely atheo-
retical. Although evaluation researchers rarely try to establish an elaborate
theoretical foundation for their studies, these studies nevertheless frequently use
theoretical concepts and rely on implicit hypotheses about the relationships
between variables. Examples of theoretical concepts frequently used in road
safety evaluation studies include the concepts of attention, driver expectancy,
degree of surprise, motives underlying driver behaviour, driver behavioural
adaptation, road surface friction, visibility, and risk of apprehension. These
concepts have been taken from basic academic disciplines like psychology,
economics, physics and probability theory. Their function in evaluation studies is,
however, mostly as heuristic devices. Most evaluation studies are not designed
primarily for the purpose of testing propositions derived from the theoretical
concepts. Their main objective is simply to measure the effects of a measure or
programme designed to alleviate a certain social problem, like crime, poverty or
accidents.

In most evaluation studies, both the researchers and the sponsors of research
have certain prior expectations about study findings. Roughly speaking, the ex-
pectation is generally that the measures or programmes that are evaluated will
contribute to reducing the problem they were designed to reduce. These prior ex-
pectations can, of course, often be stated in the form of hypotheses to be tested.
One reason why this is rarely done, at any rate in road safety evaluation studies, is
that the hypotheses are too obvious or too trivial to be stated. In the case of road
lighting, for example, one could hypothesise that: H1: Road lighting improves
visibility at night, and H2: Improved visibility at night reduces the number of
accidents. But these hypotheses embody very few theoretically interesting impli-
cations; in fact they are truisms bordering on the tautological.

Interest in obtaining a theoretical explanation of study findings often arises
only when an evaluation study does not confirm prior expectations. When the
provision of road lighting leads to more accidents, one starts wondering what is
going on. In recent years, there has been a surge in attempts to model driver
behaviour theoretically, spurned to a major extent by an increasing number of
“anomalous” findings in road safety evaluation research. A report issued by the
OECD (1990) gives an excellent survey of these models. It remains doubtful,
however, if any of the recently developed models of driver behaviour are really
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able to establish a firmer theoretical basis for road safety evaluation studies. At
their present stage of development, these models can only serve as the basis for
non-testable predictions like: ”A road safety measure that is intended to reduce
the number of accidents by modifying risk factor A, will have the intended effect
unless drivers adapt their behaviour to the measure in a way that completely off-
sets this effect by modifying risk factors B, C, and D etc”. To make such pred-
ictions testable, one would have to specify both when offsetting behavioural
adaptation is expected to occur and when it is not expected to occur, and the
forms behavioural adaptation will take. It is only when hypotheses become
specific about this that they can be falsified, and only falsifiable hypotheses can
help in the interpretation of evaluation studies. Otherwise, they serve only as a
source of non-testable ad hoc and post hoc explanations.

The preliminary conclusion of this discussion is that there is not much point in
trying to assess the theoretical validity of evaluation studies in meta-analysis
when the theoretical foundation of these studies is as weak as it is today.
Theoretical validity is simply not a relevant criterion of validity for most
evaluation studies.

Turning to internal validity, most of the criteria listed in Table 1 have been used
to assess the validity of road safety evaluation studies in the appended papers. The
only exception concerns criterion 11, direction of causality. This criterion states
that in order to support causal inferences, an evaluation study must be able to
determine the direction of causality between the variables to which a causal in-
ference applies. More specifically, it must be the case that the measure or pro-
gramme being evaluated is the cause (or one of the causes) of changes in the de-
pendent variable, and not the other way around.

This criterion of validity can to some extent be satisfied by choosing an ap-
propriate study design. In an experimentally designed study (a controlled trial
with random assignment), the direction of causality is clear. In all other study
designs, however, the direction of causality is not always clear. It is widely
believed that direction of causality is clear in before-and-after studies. This belief
is unfounded. If, for example, a totally ineffective road safety measure is
introduced because an abnormally high number of accidents has been recorded,
one will normally find a subsequent decline in the number of accidents due to
regression-to-the-mean. But this is a case of reversed causation. It was the high
prior number of accidents that caused the introduction of the safety measure, not
the safety measure that caused the decline in the number of accidents.

Before-and-after studies do, however, sometimes offer an opportunity to test
for direction of causality. Such an opportunity arises when, in a set of before-and-
after studies, there are cases both of introducing the measure and of removing it.
In this case, one would expect the direction of changes in the dependent variable
to depend on whether the measure was introduced or removed. A case illustrating
this point is shown in Figure 9.
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Figure 9: Changes in the number of accidents following the introduction and
removal of stop signs at junctions

Figure 9 shows the percentage changes in the number of accidents following the
introduction of stop signs in junctions that used to have give way signs, and
following the return back to give way signs in junctions that used to have stop
signs (Elvik, Mysen and Vaa 1997). It is seen that the changes in the number of
accidents go in opposite directions depending on whether the measure is intro-
duced or removed. Moreover, the sizes of the effects are similar and in both cases
greater for injury accidents than for property-damage-only accidents (PDO-acci-
dents). These changes indicate that the direction of causality goes from the safety
measure to the number of accidents, and not the other way around.

In cross-section studies it is difficult to test the direction of causality directly in
this manner. Sometimes it is possible to infer the direction of causality theo-
retically. As an example, driver gender may causally influence accident rates, but
not the other way around. If the direction of causality cannot be inferred theoret-
ically, testing for it in cross-section studies will in most cases have to take the
form of assessing the robustness of a statistical relationship between a putative
cause and its effect with respect to confounding variables. If the statistical rela-
tionship stands up when a large number of confounding variables are controlled in
a recursive model, there is more reason to believe that it is a causal relationship in
the postulated direction than if it does not stand up to control of confounding
variables.
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It may be concluded that all the criteria of internal validity proposed in this
study are amenable to formal assessment within the framework of meta-analysis.

As far as external validity is concerned, the discussion can be brief. All the
criteria of external validity introduced in Table 1 are easily applied in meta-
analysis. Testing studies for external validity in meta-analysis relies on the same
basic approach as that used to test other aspects of validity. Studies are coded with
respect to the variables that describe various aspects of external validity: time,
location and study context. In meta-analysis, studies are then stratified with
respect to these variables and the results of studies compared across strata. If
results are highly similar, external validity is high, meaning that the results of
evaluation studies can be generalised in time, across locations and with respect to
other aspects of study context.

Testing for external validity is important in assessing evaluation studies. To
some extent, the lack of a strong theoretical basis for evaluation research can be
compensated for by a high level of external validity. If a finding has been re-
produced in a large number of studies made over a long period in different
countries and different social settings, and employing different study designs,
there is more reason to believe in it than if it has not been reproduced in this
manner. Sometimes, there is even reason to believe that a finding represents a
lawlike relationship if it has been reproduced a large number of times in different
settings.
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10 Conclusions, Future Prospects and

Research Needs

10.1 Conclusions

The main conclusions of this study will be stated as answers to the main research
problems formulated in Chapter 2 and elaborated in subsequent chapters. The first
problem that was posed was this:

Is it possible at all to establish objective criteria of validity in research? Or do
the criteria accepted at any time merely reflect the dominant prejudices among
researchers?

The arguments of epistemologic relativism to the effect that no objective criteria
of scientific knowledge can be established, and that, a fortiori, there are no ob-
jective criteria for what counts as good or bad science were discussed. The
position taken in this dissertation with respect to epistemologic relativism can be
summarised as follows:

1 There are probably not any universally valid criteria of scientific knowledge,
if by “universally valid” one thinks of criteria that have been accepted by
everybody throughout history. It is a fact that what counts as scientific
knowledge, as opposed to superstition or pseudoscience, has changed over
time and is even today in dispute. Moreover, scientists have not always
complied perfectly with their own conception of what constitutes good
science.

2 These observations do not imply, however, that it is in principle impossible to
establish criteria of scientific quality. It is essential to bear in mind that such
criteria are normative only; they are not meant as a description of how re-
search is actually done. Moreover, the claim to objectivity made for such cri-
teria signifies only that (a) the criteria are publicly stated and precise, in the
sense that they do not admit of multiple and conflicting interpretations, and (b)
the criteria are widely, if perhaps not unanimously, accepted by researchers in
the field to which they apply.

3 Itisrecognised that criteria of scientific quality (validity) satisfying these con-
ditions may change over time and may apply only to specific areas of science,
not to science in general. The criteria of validity proposed in this dissertation
are intended to apply only to evaluation research and reflect the current state-
of-the-art with respect to the possibility of formally assessing validity. The
criteria reflect the conception of science advocated by logical empiricism.
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In other words, the main conclusion is that it is possible to establish objective
criteria of validity in research, but that these criteria may change over time and
differ between scientific disciplines. The second main problem raised was this:

Provided that criteria of validity can be established, what is the relevance of
those criteria for assessing evaluation research? Should evaluation research be
assessed strictly in terms of its validity, or are other bases for assessment more
relevant?

It is obvious that, as a matter of fact, the value of evaluation research is not
assessed strictly in terms of its validity, at least not as defined in this dissertation.
Some researchers have even claimed that validity is largely irrelevant. What
counts is the practical utility of evaluation research; the extent to which its results
can contribute to solving social problems.

This point of view is not shared in this dissertation. Research that is not valid,
for example because it is riddled with methodological shortcomings, is useless for
practical purposes. Bad studies simply do not show the effects of the measures or
programmes one might like to introduce to curb crime, raise income or reduce the
number of accidents. Bad studies are more likely to show the effects of uncon-
trolled confounding factors or poor data. They have no practical utility. The posi-
tion taken in this dissertation is that there exists a true effect of programmes intro-
duced to solve social problems; it is the task of evaluation research to reveal this
effect. It is of course impossible to claim that a certain evaluation study shows the
true effects of a measure. The best one can do, is to give arguments for believing
that the findings are as close to the truth as one can get by using the imperfect
methods of empirical research. To claim, as some researchers have done, that no
objective reality exists is simply to drop out of the world of science and into a
world of fancy and opinion in which not even a claim that gravity does not exist
can be dismissed as nonsensical.

The third main research problem stated in Chapter 2 was this:

What forms of knowledge, and which aspects of the research process, can be
incorporated into formal criteria of validity? Is any formal list of criteria of
validity likely to be supported by the majority of researchers and by the public?

Traditionally, epistemology has been built around a subjective conception of
knowledge, often defined as ”justified, true belief”. It is the term “belief” that
renders this conception of knowledge subjective. Knowledge resides in the head
of a knowing subject; it consists of statements the subject believes in because they
have been shown to be true. A subjective conception of knowledge may not
permit very strong criteria of validity to be established. A certain piece of scienti-
fic evidence that convinces one person may fail to convince another. Except for
the most basic principles of logic and mathematics, there are probably few ele-
ments of scientific reasoning that everybody regards as convincing (i e that leads
them to believe in statements justified by invoking those elements of reasoning).
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According to the subjective conception of knowledge, one might say that there
is little knowledge in a subject area if few people are acquainted with the research
that has been made in the area. This may seem somewhat odd. In this dissertation,
the concept of objective knowledge, as introduced by Karl Popper, has been used
to characterise the form of knowledge to which the formal criteria of validity are
intended to apply. The criteria of validity are intended to apply only to a written
body of knowledge available to all in the form of reports and papers.

As far as the second part of the question posed above is concerned, a standard
definition of validity does not seem to exist. The different definitions that have
been proposed are, however, not fundamentally at odds with each other. Different
definitions of validity emphasise different aspects of the same underlying concept.
In this dissertation, a deliberate choice was made to adopt the validity framework
of Cook and Campbell (1979), because it includes more aspects of validity than
any other conceptions found in the literature.

The fourth problem stated in Chapter 2 was:

Provided widely accepted formal criteria of validity can be established, is
meta-analysis the best approach to assessing the extent to which research
conforms to these criteria? Will different approaches to meta-analysis give
different results?

This question is a restatement of the main problem of this dissertation:

To what extent is it possible to assess the validity of evaluation research by
conducting meta-analysis of evaluation research studies?

There are two ways of trying to assess the validity of a set of evaluation studies.
One approach, which was the only one used until meta-analysis was invented
some twenty years ago, is to review studies informally, perhaps sorting them into
a few groups, and form an opinion about their validity based on an informal
assessment. The other approach is to code studies according to formal criteria of
validity and use meta-analysis to assess studies according to these criteria. In-
formal research syntheses were discussed in Chapter 7, formal criteria of validity
designed for use in meta-analysis were introduced in Chapter 8. Applications of
these criteria in seven appended studies were discussed in Chapter 9. The main
conclusions of these three chapters can be summarised as follows:

1 Problems of informal research syntheses
Informal research syntheses are subject to numerous sources of bias that are
difficult to detect unless a formal analysis is made. Important sources of bias
in informal research syntheses include: (a) Confirmation bias, which means
that results confirming prior expectations are treated as more valid than results
not confirming prior expectations, even if there is no basis for such a prefer-
ence in terms of study methodology; (b) Hindsight bias, which denotes a ten-
dency to invent ad hoc explanations of unexpected findings, or insidiously
formulating hypotheses after inspecting the data and dressing up the study to
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make it look as if these hypotheses were tested as part of the study; (c) Pub-
lication bias, which denotes the tendency not to publish studies whose results
are believed not be useful, either because they are not statistically significant
at conventional levels or because they are in the "wrong” direction; (d) Belief
in the law of small numbers, denoting a tendency to disregard sample size
when assessing the relative contributions various studies have made to current
knowledge; (e) Capitalisation on chance, which means that random
differences in study findings are erroneously interpreted as if they were real.
Meta-analysis makes it possible to avoid these pitfalls, at least to some extent.

Criteria of validity designed for meta-analysis

A total of twenty criteria of validity designed to assess the validity of eval-
uation research by means of meta-analysis were proposed. These criteria refer
to four types of validity: (a) Statistical conclusion validity, denoting the nu-
merical accuracy and representativeness of a study result or the mean of a set
of study results. Nine criteria of statistical conclusion validity were proposed;
(b) Theoretical validity, which denotes the extent to which studies are based
on an explicit theoretical basis that is supported by study findings. Four
criteria of theoretical validity were proposed; (c) Internal validity, which
refers to the extent to which a study or a set of studies satisfies commonly
accepted conditions for attributing causality to the relationship between the
measure or programme that is evaluated and the dependent variable of
interest. Four criteria of internal validity were proposed; (d) External validity,
which refers to the extent to which the findings of evaluation studies can be
generalised to other contexts than those in which each study was made. Three
criteria of external validity were proposed. In principle, all the twenty criteria
of validity can be used in meta-analysis to formally assess study validity. The
simplest approach to doing so, is to code studies with respect to the criteria of
validity and stratify them according to the criteria during analysis. If: (i) most
studies score high on the criteria for validity, and (ii) study results are similar
across the categories of the criteria of validity, it may be concluded that
studies are highly valid.

Application of the criteria of validity in seven studies

The criteria of validity have been applied in seven studies presented in the
appended papers. Thirteen of the twenty criteria were applied formally or in-
formally in these papers. Seven of the criteria were not applied. The studies
reported in the appended papers show that the criteria of validity that are most
difficult to apply in meta-analysis are those that refer to the possible presence
of systematic errors in data and those that refer to theoretical validity. To
assess how systematic errors in data or techniques of analysis affect the results
of evaluation studies, it is necessary to either (a) have access to data that are
known not to contain systematic errors and compare results obtained with
these data to results obtained with data containing errors, or (b) statistically
model the effects of systematic errors in data, in order to adjust for their
effects during analysis. Neither of these options is widely available. It is there-
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fore often not possible to assess study validity with respect to errors in data
within the framework of meta-analysis. As far as theoretical validity is con-
cerned, it is concluded that this criterion is of comparatively little relevance to
evaluation research, because the theoretical foundation of this research is often
poorly developed and studies do not aim to test theoretical propositions.

4 Possible problems in the application of meta-analysis

This study has also uncovered some problems and limitations in the use of
meta-analysis to assess the validity of evaluation research. One possible prob-
lem is study inclusion bias in meta-analysis, which arises when criteria for
inclusion in a meta-analysis are so strict that many relevant studies have to be
omitted. Whenever a large number of relevant studies have to be omitted, it is
necessary to try to test for study inclusion bias in the meta-analysis. A second
problem is the garbage in, garbage out problem, which can arise when all
evaluation studies that have been reported in an area are really quite bad.
Meta-analysis can never improve the quality of original studies, except in
those rather few cases when a reanalysis is possible. The garbage in, garbage
out problem is, however, common to all formal techniques of analysis. In
general, poor data should be analysed by means of simple techniques only,
whereas good data can be subjected to more sophisticated analyses. A third
limitation in using meta-analysis to assess study validity is the fact that no
widely accepted overall measure of study validity exists. In this dissertation,
validity has been assessed in terms of twenty criteria referring to four types of
validity. It will sometimes be the case, however, that studies which are strong
by one criterion are weak by another. How should the overall validity of such
studies be assessed? The meta-analyses presented in the appended papers have
assessed study validity by rating studies according to one criterion at a time.
Finally, a fourth problem in the use of meta-analysis is that there exists
several techniques of meta-analysis that do not always give identical results.
The choice of technique is not always obvious.

The main conclusion of the study stated in broad terms is that it is to a certain
extent possible to assess the validity of evaluation research by means of meta-
analysis. But it is probably too optimistic to believe that the use of meta-analysis
to assess the validity of evaluation research will resolve all controversies sur-
rounding such research. It may therefore not lead out of the mess created by the
perennial controversies involving evaluation research in the United States. Some
of these controversies are not about validity at all. Formal criteria of study validity
will not help in resolving those controversies.
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Some aspects of study validity can be formally assessed by means of meta-
analysis, others are less amenable to formal assessment. There will always be
subtle, qualitative aspects of research that influence our assessment of its validity,
but are impossible to code formally in a way that makes sense. The style of pre-
sentation used in a paper is one of these qualitative aspects. Somehow, most of us
place greater confidence in a paper when the authors are clearly aware of the
limitations of their research and point them out, than in an otherwise similar paper
presented in a less humble way. In science, humility instills confidence. Hubris
destroys confidence. But humility and hubris are qualities that cannot be reduced
to numbers.

Meta-analysis is best suited to empirical research. It is a lot more difficult to
use meta-analysis to assess the validity of theoretical models. Consider, for ex-
ample, the models of driver behaviour that have been proposed in road safety
research in recent years (for a survey, see Bjernskau, Midtland and Sagberg
1993). It is not obvious how to assess the validity of these models at all, let alone
how to use meta-analysis to do so.

10.2 Future prospects and research needs

Meta-analysis is only about twenty years old. It is therefore still in its infancy.
The use of meta-analysis is growing rapidly. Hundreds of meta-analyses have by
now been reported and the scope of problems subjected to meta-analysis is
expanding all the time. The expanding use of meta-analysis is probably related to
several trends that characterise modern science:

1 The volume of research is expanding. In some subject areas, there are
hundreds of studies. Summarising these studies in the traditional narrative
format is nearly impossible.

2 It is increasingly important to separate the wheat from the chaff in research.
The expanding volume of research means that more excellent studies are done,
but also that more bad studies are done. Sorting studies by quality is an es-
sential part of extracting and synthesising knowledge from previous studies.

3 Research syntheses are performed with two major objectives in mind: (a) To
find the main tendency ("average finding”) in the findings of previous re-
search, and (b) To identify factors that influence the findings of previous
research (moderating factors).

Meta-analysis is excellently suited to these needs. It is therefore safe to predict
that the use of meta-analysis will continue to grow and become ever more sophis-
ticated. To make meta-analysis even more useful as a tool for summarising re-
search and assessing its quality, there are several aspects of it that need further
development. These aspects include:
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1 Multivariate techniques of meta-analysis

There is a need for developing multivariate techniques of meta-analysis adapt-
ed to different weighting schemes. In the appended papers, the logodds
method of meta-analysis has been applied. The analyses in the appended
papers proceed by stratifying the data set according to the variables of interest.
Multivariate techniques of analysis are clearly superior to the stratification
technique, but no description of such techniques developed for the logodds
method of meta-analysis has been found in the literature.

Overall measure of validity

It is desirable to develop an overall measure of validity that summarises all
aspects of the concept in the form of a general assessment. In order to develop
such a measure, it is necessary to rate the importance of various types of vali-
dity, to establish rules for trading off one type of validity against another and
to develop a uniform system for coding all criteria of validity.

Choice of technique of meta-analysis

For many problems, there is a choice of technique of meta-analysis, that is
several techniques can be used and it is not always obvious which one is the
best. There is a need for testing the sensitivity of the results of meta-analyses
with respect to choice of technique. It may discredit meta-analysis if the re-
sults of such analyses turn out to be very sensitive to the choice of technique,
and if that choice is, essentially, arbitrary.
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Abstract—Evidence from 32 studics that have evaluated the safety effccls of median barriers, guardrails
along the edge of the road, and crash cushions (impact attcnuators) is summarized by means of a meta-
analysis. Two hundred and thirty-two (232) estimates of safcty effects are inctuded in the meta-analysis. The
presence of publication bias is tested by means of the funnel graph method. For most subsets of the data,
no evidence of publication bias is found. Weighted mean estimates of safety effccts are computed by means
of the logodds methed. Median barriers are found to increasc accident rate, but reduce accident severity.
Guardrails and crash cushions are found to reduce both accident rate and accident severity. The effects of
guardrails and crash cushions on accident ratc have been less extensively studied than the effects on accident
severity. Current estimates of the effects on accident rate arc highly uncertain because of methodological
shorlcomings of available studies. The effects of guardrails on accident severity are found to be quite robust
with respect to study design and the number of confounding variables controlled in each study. In general,
random variation in the number of accidents is the most important source of variation in study results.

Keywords—Guardrail, Mcta-analysis, Evatuation studies, Safety effectiveness

INTRODUCTION

Guardrails are widely used in all motorized countries
to reduce the conscquences of accidents in which
vehicles run off the road or cross the median on
divided highways. It is universally accepted (Michie,
Calcote, and Bronstad 1971} that guardrails should
be installed only where the consequences of striking
the guardrail are judged to be less serious than the
consequences of striking the guarded object. Imple-
menting this guideline in practice is, however, diffi-
cult. Michie, Calcote and Bronstad {(197{, p. [0) note
that “‘an ideal guardrail system—that is, one that
safely redirects errant vehicles without endangering
other traffic and without causing injuries or fatatities
among the occupants—woukd improve safety at
most highway sites, with the possible exception of
those with flat embankments that are clear of obsta-
cles. However, such ideal systems do not exist;
guardraif and median barrier systems are intrinsic
roadside hazards and provide the errant vehicles
with only a relative degree of protection.” Various
guardrail designs have been subjected to extensive
crash tests, but the laboratory-like environment of
such tests greatly simplify the situations leading to
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real crashes. Moreover, crash tests of guardrails say
nothing about the consequences of striking any of
the objects guardraiis are designed to protect vehi-
cles from striking. There is, in other words, no sub-
stitute for real-world experience comparing the se-
verity of accidents in which guardrails were hit to
that of accidents in which other objects were hit in
order to find out whea hitting guardrails reduces the
consequences of accidents.

This paper reports the results of a meta-analysis
of 32 evaluation studies that have quantificd the ef-
fects of guardrails and crash cushions {also known
as impact attenuators) on the probability and sever-
ity of accidents. The objective of the analysis is
to summarize the evidence from these eyvaluation
studies with respect to the following questions:

(. Does installing median barriers, guardrails
(along the edge of the road), and crash cush-
tons affect the probability of accident occur-
rence—that s, the number of accidents per
vehicle kilomcire of travel along the site or
section where median barriers, guardrails,
or crash cushions were installed?
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2. How do median barriers, guardrails, and
crash cushions affect the severity of acci-
dents? When do these devices reduce the
chances of a Fatality, given that an accident
has occurred? When do thcy reduce the
chances of an injury, given that an accident
has occurred?

3. Can the evidence from evaluation studies be
trusted? Do the resuits of these studies vary
according to study design and other variables
characterizing study quality or the context
where studies were made? Which are the
best estimates of the safety value of median
barriers, guardrails, and crash cushions?

DATA AND METHOD

Retrieval of evaluation studies

The studies included in the meta-analysis were
retrieved by means of a systematic literature survey.
The literature survey consisted of scanning selected
journals, like Highway Research Record, Transpor-
tation Research Record, and Accident Analysis and
Prevention. In addition, studies referred {o in papers
published in the journals that were scanned were
obtained. A more detailed description of the litera-
ture survey is given elsewhere (Elvik 1994). A total
of 32 studies, containing a total of 232 numerical
estimates of the effects of median barriers, guard-
rails, or crash cushions on the probability and/or
severity of accidents were retrieved. Complete data
for the studies included are given in Appendix A.

Data describing each estimate of safety effect

In the meta-analysis, each estimate of safety
effect constitutes the uni¢ of analysis. Thus, sample
size in the meta-analysis is 232. For each estimate,
the foflowing data were recorded:

1. Authors of study

2. Year of publication. Various years from
1956 through 1993 represented

3. Country where data used in study were col-
lected. Six countries represented

4. Study design. Coded variable. See Table 1

5. Confounding variables controlled in study.
Coded variable. See Table {

6. Guarded object. Coded variable. See Table

i

7. Type of guardrail. Coded variable. See
Table 1

8. Accident severity. Coded variable. See
Table &

9. Number of accidents of given severity be-
fore or without guardrail

[0. Number of accidents of given scverity after
or with guardrail

[t. Effect on accident ratc. Numecricaf esti-
mate. See Table |

12. Effect onchances of fatality. Numerical es-
timate. See Table 1

13. Effect on chances of personal injury. Nu-
merical estimate. See Tabie |

Table [ gives morc detailed information concerning
each of the variables recorded.

There are fwo main kinds of study design: be-
fore-and-after designs and case-controt designs. In
the former kind of design, accident rate and the
severity of accidents are compared at given sites
before and after median barriers, guardraiis, or crash
cushions have becn installed. In the latter kind of
design, accident rate and the severity of accidents
at sites with median barriers, guardrails, or crash
cushions (cases) are compared to accident rates and
severily measures at sites without median barriers,
guardrails, or crash cushions {(controls). For both
designs, the validity of results depends, among other
things, on how successful a study is in eliminating
the effects of various confounding variables on acci-
dent rate and the severity of accidents. Table | lists
a number of important confounding variables that
any study ought to take account of. The list in Table
1is by no means compiete. It includes just the con-
founding variables that were judged to be most
important.

The list of guarded objects refers in particular
to case-control studies of guardrails, in which the
accident rate and the severity of accidents at sites
with guardrails are compared 1o sites where one of
the Hsted objects was struck.

Description of countermeasures

A distinction is made between three counter-
measures: {i) Median barriers, that is guardrails in
the median of divided highways; (i} Guardrails along
the edge of the road; (iii) Crash cushions (impact
attenuators), that is energy absorbing structures
placed in front of, for example, bridge piers or exit
ramps to reduced the severity of crashes. For me-
dian barriers and guardrails, a further distinction
is made between different kinds according to their
rigidness. Figure 1 shows different kinds of median
barriers and guardrails. Figure 2 shows an exampie
of an impact attentuator,

Measures of safety effect

Three measures of the safety effect of median
barriers, guardrails, and crash cushions have been
defined. The net effect on safety is defined as the
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Tabie [. informativn recorded for each study included in the meta-analysis

Variables Categories of each variable

Authors Listed alphabetically

Year of publication 1956 through 1953

Country Six countries represented

Study design 2131 = Before-and-after study with maiched comparison group and traffic

volume data for both groups

25 = Case-control studies where the effects of confounding variabies are
estimated by means of multivariate analysis

26 = Case-conlrol studies where cases and conlrols are stratified according
to one or more confounding variables :
27 = Case~conlrol studies where cases and controls have been matched in
pairs according to one or more confounding variables

31 = Before-and-after studies with no comparison group, but iraffic volume
data before and after

Confounding variables

For probability of accident occurrence:

LA Traffic volume

1.B Type of road (access control, number of lanes, presence of median)
1.C Alignment (horizontal and vertical curvature}

1.D Cross section {lane width, shoulder width}

LE Enviroumentak risk factors {rain, slippery road surface, etc)
For severity of accidents:

ILA Vehicle mass (weight)

ILB Vehicle occupancy (number of persons in vehicle)

II.C Use of rcstraint systeins {seat belts)

IL.D Departure angle

ILE Vehicle trajectory afler departure (vaulling, roliover, etc)
ILF Type of guardrail (see below}

I[.G Guarded object {see below)

ILH Impact angle

ILI Distance to object from edge of road

11.J Impact speed

Guarded object

A Different type of guardrail (in cases of replacement)
B Median

C Part of bridge structure

D Difch (manmade}

E Embankment {natural sideslope along roads)

F Raockside

G Tree

H Utility pole

I Highway sign

J Unspecified object

Type of guardrail

A Concrete barrier
B Steel W-beam guardrait
C Steel wire guardrail

Accident severity

A Fatal accident (accident where at least one person dies)
B Injury accident (accident where at least one person is injured)
C Property-damage-only accident

Number of accidents A Before or without guardrail or crash cushion
B After or with guardrail or crash cushion
Effect on accident rate Per cent chenge in number of accidents per million vehicle kilometres of

travel (accident rate)

Effect on accident severity

A Per cent change in conditional probability of fatal accident, granted that
an accident has occurred {number of fatal accidentls)

B Per cent change in condilional probability of injury accident, granted that
an accident has occurred {number of injury accidents)

525
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Rigid Deformabie (stiff)

qE B

Steel W-beam
Blocked

Steel posts

Dense post spacing

Concrete

Deformable (soft)

B B

Steel W-beam Wire
Not blocked

Wood posts

Open post spacing

Yielding

Fig. 1. Types of guardrail according to rigidness.

product of the effect on the probability of accident
occurrence and the effect on the severity of
accidents:

Net safety effect = Change in probability of acci-
denis X change in severity of accidents

The probability of accidents is measured in {erms
of the accident rate:

Accident rafe
_ Number of accidents of all degrees of severity

Number of vehicie kilometres of travel

. 8ox segmencs

Aluminjum crumpling cubes
Poscs wich wheels
Foundation support

. Foundation guide

L R S =T

., Guardrail elements

Fig. 2. Example of a crash cushion (impact attenuator}. Duich RIMOB-system. (Schoon, 1990). Source: SWOV Institute for Road
Safety Research/Dutch ministry of Transporl and Public Works. Reprinted by permission.




Safety valpe of guardrails and crash cushions 527

Effects are defined as changes in accident rate. Ef-
fects on the consequences of accidents are defined
in terms of the odds of a fatal accident or an injury
accident with guardrail compared to that without
guardraii {the odds ratio):

Change in chance of falal accident =
Number of fatal accidents with guardrail
umber of injury and PDO-accidents with guardrail/

Number of fatal accidents without guardrail )
umber of injury and PDO-accidents without guardrail/

In the corresponding odds ratio for injury accidents,
the numerator includes fatai and injury accidents
and the denominator includes just property-damage-
onfy (PDO) accidents. If the odds ratio is below 1.0,
the chance of a fatal or injury accident has been
reduced. If it is above 1.0, the chances have
increased.

A possible objection to using the odds ratio as
a measure of the effect of guardrails and crash cush-
ions on accident severity, is that it can pive appar-
ently biased results when the accident rate, or the
total number of accidents, changes. A numerical
example will clarify the point. Suppose that before
guardrails are installed, there are 100 accidents, of
which 40 are injury accidents. The odds on having
an injury accident is 40/60 = 0.667. Suppose, fur-
ther, that when guardrails are installed, the number
of accidents increases to 110, of which 30 are injury
accidents. The odds on having an injury accident
is now 30/80 = 0.375. The odds ratio is 0.375/
0.667 = 0.562, implying a reduction of about 44%
in the number of injnry accidents. However, as the
total number of accidents has increased, the actual
nnmber of injury accidents has decreased by just
25%, from 40 to 30.

As an alternative to using the odds ratio as a
measure of effect on accident severity, one might
consider using the actual number of accidents of a
certain severity, Using the actual number of acci-
dents of a certain severity as the measure of the
effect of guardrails and crash cushions on accident
severity would, however, give biased results. To
continue the example given above, suppose that the
total number of accidents declined to 80 when guard-
rails were put up, of which 30 were injury accidents.
The number of injury accidents would then be re-
duced by 25% (from 40 to 30}, The odds on having
an injury accident, given that accident has occurred,
would be reduced by 10% (from 0.667 to 0.600).

Measures of the effect on accident severity need
to be defined in terms of the distribution of a given
number of accidents by levels of severity. Thus, the

measure of effect on accident severity chosen in
this paper says nothing about the actual number of
accidents. It refers strictly to the conditionaf proba-
bility of sustaining a fatality or a personal injury,
given that an uccident has occurred.

Testing for publication bias and modality of the
distribution of results

The objective of this study is to summarize evi-
dence from severai evaluation studies in the form
of a weighted mean estimate of the safety effects of
median barriers, guardrails, and crash cushions, For
a weighted mean estimate of safety effect to make
sense, three requirements must be fulfilled: (i} there
shouid not be publication bias, {ii) the assumption
that all results belong to a distribution having a well
defined mean value should be reasonably well sup-
ported, (iii) all studies should use comparable mea-
sures of safety effect.

The term publication bias refers to the tendency
not to publish results that are unwanted or believed
not to be usefuf, for example because they show
an increase in accidents or because they are not
statistically significant (Light and Pillemer, 1984).
Light and Pillemer (1984) have developed a graphical
technique of testing for publication bias, called the
funnel praph method. It relies on visuaj inspection
of a diagram in which each study result is plotted
in a coordinate system. The horizontal axis shows
each result. The vertical axis shows the sample size
each result is based on. The idea is that if there is
no publication bias, the scatter plot of study results
shouid resemble the form of a funne} turned upside
down. The dispersion of points in the diagram should
narrow as sample size increases, since large samples
provide more precise estimates of effects than small
samples. If the tails of the scatter plot are symmetri-
cal, this indicates that there is no publication bias.

The shape of scatter plots in funnel graph dia-
grams indicates whether it makes sense io estimate
a weighted mean safety effect. If the funnel graph
is bimodal (has two humps) or muftimodal, or if there
is no clear pattern in the scatter plot, a weighted
mean will not be very informative. 1fa funnel pattern
is clearly visible, estimating a weighted mean safety
elfect will be informative and indicate the size of
the effect that studies tend to converge to as sample
size increases. The measures of safety effect used
in different studies are considered comparable, in
that they are identically defined and, as far as is
known, rely on police reported accidents in all
studies,

Technique of meta-analysis
- There are several techniques of meta-analysis
(Fleiss 1981; Light and Pillemer 1984; Hedges and
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Fig. 3. Funnel graph diagram for change ia number of fatal aceidents associated with median barriers.

Olkin 1985; Hunter and Schmidt, 1990; Rosenthal,
1991). In this paper, the logodds method, described
by Fleiss {1981) has been applied. Briefly stated, this
method involves computing the natural logarithm of
the odds ratio that measures safety effect in each
study and weighting results by means of weights that
are proportional to the inverse of the variance of
each result. A short technical description of the
method is given in Appendix B.

PUBLICATION BIAS AND THE
REPRESENTATIVENESS OF WEIGHTED
MEAN SAFETY EFFECTS

In order to test for publication bias and the
representativeness of weighted mean safety effects,
six funnel graph diagrams have been prepared. Fig-
ures 3 and 4 refer to median barriers, Figures 5 and
6 refer to guardrails and Figures 7 and 8 refer to
crash cushions. All figures show the effects of the
various safety devices on accident severity, since
the most common warrant for instafling median bar-
riers, puardrails, or crash cushions is to reduce acci-
dent severity, rather than the number of accidents.
Statistical weipht is taken as a measure of sample
size {see Appendix B},

Figure 3 shows the results of studies evaluating
the effects of median barriers on the chance of hav-
ing a fatal accident, given that an accident has oc-
curred. The shape of a funnel turned upside down

can be discerned in the figure. The distribution of
data points does not give any clear indication of
publication bias. The scatter piot is unimodal, indi-
cating that a weighted mean safety effect would be
representative of the results that studies tend to con-
verge to as sample size increases.

In Fig. 4, referring to injury accidents, the distri-
bution of data points is more skewed, possibly indi-
cating the presence of publication bias in favour of
resulis showing a decline in the chance of having an
injury accident. On the other hand, the result that
is based on the largest sample size indicates an in-
crease in the chance of having an injury accident.
Besides, there is an outlier indicating a fourfold in-
crease in the chance of having an injury accident.
1t is concluded that the scatter of data points is not
sufficiently skewed to justify rejecting the evidence
as merely reflecting publication bias, rather than the
effect of median barriers.

Figures 5 and 6 refer to puardrails. Figure §
shows results for fatat accidents, Figure 6 for injury
accidents. Three outlying data points, based on
small samples and showing substantial increases in
the number of accidents, were omitted from each
figure, The preponderance of results based on small
sampies is apparent in both figures. No clear indica-
tion of publication bias can be found. For fatal acci-
dents, there is great dispersion of results even from
farge samples, as shown by the two data points up-
permost in the figure. For injury accidents, there
is less dispersion of results. It is concluded that a
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weighted mean estimate of safety effects makes
sense both for fatal accidents and injury accidents,

Figures 7 and 8 refer to crash cushions. Both
fipures contain few data points, showing great dis-
persion. In both figures, the data point based on the
largest accident sample is located to the left of the
centre of gravity of the scatter plot. This means that
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a weighted mean safety effect based on the data
points of Figs. 7 and 8 is likely to be misleading. It
will not be representative of the safety effects shown
by most studies. Apart from the nonrepresentative-
ness of the data point based on the largest accident
sample, there is no clear indication of publication
bias in Figs. 7 and 8.
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Fig. 5. Funnel graph diagram for change in number of fatal accidents associated with guardrails.
Note: Three data points {increase in number of accidents) have been omitted.
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MEAN SAFETY EFFECTS OF MEDIAN effects on the probability of accident occurrence
BARRIERS, GUARDRAILS AND CRASH are referred to as ‘‘accident rate’. Effects on the
CUSHIONS conditional probability of a fatal accident, given that
an accident has occurred, are referred to as “‘fatal
Table 2 presents estimates of the mean weighted accidents’’. The corresponding effects for injury ac-
safety effects of median barriers, guardrails, and cidents are referred to as “‘injury accidents™. A dis-
crash cushions. In order to save space in the table, tinction is made between new installations and re-
451 o
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Fig. 7. Funnel graph diagram for change in number of fatal accidents associated with crash cushions.
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ptacement of old installations. Results in the latter
category refer to replacing an existing barrier or
guardrail with a more deformable or yielding type
of barrier or guardrail.

Table 2 shows that installing median barriers
increases the total number of accidents by about
30%. This effect is found both for new installations
and for replacement of existing median barriers. The
increase in the number of accidents is statistically
significant at the 5% level, The severity of accidents
is reduced. New median barriers reduce the proba-
bility of fatal accidents, given the total number of
accidents, but apparently have no effect on the prob-
ability of injury accidents. Replacing existing barri-
ers reduces the probability of injury accidents, but
has no statistically significant effect on the probabil-
ity of fatal accidents.

Guardrails reduce both the number of accidents
and their severity. This applies both to new installa-
tions and to replacements of old instaliations. The
evidence concerning the effect of guardrails on acci-
dent rate is far fess extensive than the evidence con-
cerning the effects on accident severity. This can
be seen from the contribution of the various results
to the statistical weights, Results that refer to the
effects on accident rate constitute just 1.2% of the
statistical weights of all results included in Tabie 2.
Results concerning the effects on accident severity,
on the other hand, constitute 64.7% of the statistical
weights.

Crash cushions reduce both the number and
severity of accidents, There are, however, few stud-
ies, some of which are of rather doubtful validity,
as will be discussed in more detail in a subsequent
section of the paper.

THE VALIDITY OF EVALUATIONS OF
MEDIAN BARRIERS, GUARDRAILS,
AND CRASH CUSHIONS

The resuits of studies that have evaluated the
safety effects of median barriers, guardrails, and
crash cushions vary substantially, as shown by Figs.
3-8. There are at least four potential sources of
variation in study resulis: {i) publication bias, (ii)
random variation in the number of accidents, (iii)
variation related to the design and quality of data of
each evaluation study, (iv) systematic variation in
the effect of the countermeasures, depending on, for
example, the design of guardrails and the kind of
objects they protect from.

The possibility of publication bias was dis-
cussed previously. Although some indications of
publication bias were found, the conclusion was that
publication bias is unlikely to be a major threat to
the validity of the results of the studies.

Random variation in the number of accidents
contributes to most of the variation in study results,
This is seen in Table 3. In Table 3, two measures
of the variability of study results have been esti-
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Table 2. Summary of weighted mean estimales of the safety elfects of median burriers, guardrails, and
crash cushions

Per cent change in measure of

safety effect
Proportion of
Type of Measure of statistical Lower Best Upper
Type of guardrail intstallation safety effect weights 95% estimate 95%
Median barrier | New installation | Accident rate® 0.1858 +25 +29 +32
Fatal accidents§ 0.0028 -14 -32 46
[njury accidents# 0.0466 +4 -2 -7
Replace old Accident rate 0.0693 +31 +37 +44
Falal accidents 0.0011 -24 +10 +61
Injury accidents 0.0303 21 -26 -31
Guardrail Mew installation | Accident rate 0.0121 -18 -27 -35
Fatal accidents 0.0336 -0 44 48
Injury accidents 0.6074 -5t -52 =53
Repiace old Accident rate 0.0000 NA NA NA
Fatal accidents 0.0005 +2 41 -66
Injury accidents 0.0059 21 -13 43
Crash cushion New instailation | Accident rate 0.0007 -74 -84 -90
Fatal accidents 0.0005 46 6% -83
Injury accidents 0.0034 -60 -68 -4

NA = Not available
The statistical weights sum to 1.0000

*Number of accidents per million vehicle kilometres of travel.

$Conditional probability of sustaining fatal injury, given that an accident has occurred.

#Conditional probability of sustaining personal injury, given that an accident has occurred.

Table 3. Variability and sources of variation in weighted mean estimates of the safety effects of median barriers.
guardrails, and crash cushions

Proportion of Propoition of
Type of Measure of statistical Colfficient of random
' Type of guardrail inslallation safety effect weights variation (#) | variance (§)
Median barrier | New installation | Accident rate® 0.1858 0.676 0.02¢
Fatal accidents§ 0.0028 0.236 1.000
Injury accidents# 0.0466 0.244 0,467
Replace ofd Accident rate 0.0693 0.194 0,027
Fatal accidents 0.0011 0.320 1.000
Injury accidents 0.0303 0.260 0.179
Guardrail New installation | Accident rate 0.0121 1.62% 0.044
Fatal accidents 0.0336 1.619 1.000
Injury accidents 0.6074 0.837 0.035
Replace old Agcident rate 0.0000 NA NA
Fatal accidents 0.0005 1.728 1.000
Injury accidents 0.0059 0.121 1.000
Crash cushiion New installation | Accident rate 0.0067 0.244 1.000
Falal accidents 0.0005 1.798 1.000
Injury accidents 0.0034 1.000 (.528

NA = not available
(#) = standard deviation divided by mean safety eflect
(§) = propertion of variance accounted for by random variation in the number of accidents
The statistical weights sum to 1.0000

*Number of accidents per miliion vchicle kilometres of travel.
§Conditiona! probability of sustaining Fatal injury, giveu that an accident has occurred.
#Conditional prebability of sustaining personat injury, given that an accident has occurred.
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mated. The first one, which shows the amount of
variation, is the coefficient of variation. The coeffi-
cient of variation is the (weighted) standard devia-
tion divided by the (weighted} mean. Table 3 shows
that the coefficient of variation is above 1.0 in many
cases.

The second measure of variability given in Ta-
ble 3, is the proportion of variance in study results
accounted for by random vartation in the number of
accidents. Appendix 2 shows how this proportion
was estimated. A value of, for exampie, 0.467 in
Table 3, means that 46.7% of the total variance in the
study results can be attributed to random variation in
the number of accidents. Table 3 shows that random
variation in the number of accidents accounts for
all of the variance in study results in six cases (out
of 14) and for more than half of the variance in one
case. For these cases, no further analysis of sources
of variation in study results is possible. Such analy-
ses would merely capitalize on chance.

The best possibilities for analysing the contribu-
tions of study design and systematic variation to the
variation in study resuls is given by results referring
to the effects of new guardrails on the probability

of injury accidents. Study results vary substantially
{coefficient of variation 0,837}, but a minor propor-
tion of this variation is accounted for by random
variation in the nomber of accidents (0.035). Table
4 shows how the weighted mean effects of new
guardrails on the probability of injury accidents vary
according to four confounding variables: (i} stody
design, (ii) confounding variables controlled for in
each study design, {iii} type of object guarded by
guardrail, and (iv) decade of publication of study.
Nearly all studies have used a case-control de-
sign {design 26). In these studies, accident experi-
ence at sites with guardrails is compared to accident
experience at sites without guardrails, for exampie
sites where trees or utility poles were struck by
vehicles leaving the roadway. In studies of this kind,
it is important to ensure that the guardrail sites are
as similar to the comparison sites as possible. Other-
wise, any differences found in accident experience
may have been caused by other variables affecting
the probability and severity of accidents, not guard-
rails. In Table 4, studies have been grouped ac-
cording to which of the confounding variables affect-
ing accident severity and listed in Table | that they

Table 4. EHects of seiccted confounding variables on weighted mean effeets of guardrails on the number of
injury accidents

Per cent change in nwmber of injury
accidents
Proportion of
Confounding Categories of each slatistical
variables variable weights Lower 95% | Best estimate | Upper 95%
Study design Design 26 0.9987 -51 -52 -53
{cf Table 1) Design 27 0.0009 44 68 -81
Design 31 0.0004 +26 42 -74
Variables con- | Design 26 - G 0.0411 -39 35 40
trolled Design 26 - FG 0.4593 41 42 43
{cf Table 1) Design 26 - BFG 0.0717 -24 -28 -32
Design 26 - EFG 0.0096 -60 -66 -71
Design 26 - AFGH 0,417 43 -64 -65
Design 27 - FGI 0.0004 +24 42 =72
Design 27 - ACFG 0.0004 -62 -83 -92
Design 31 -FG 0.0004 +26 42 -74
Guarded object | Highway sign 0.1310 -1 6 -10
Ditch 0.0654 -24 -29 -33
Part of bridge 0.0417 =29 -34 -39
Embankment 0.0988 -52 -54 -56
Utility pole 0.3442 -57 -58 -59
Rockside (cutting) 00143 -57 62 67
Tree 0.3037 61 62 63
Unspecified object 0.000% 44 -68 -81
Decade of study | 1960s 0.0323 69 =72 -74
1970s 0.1224 31 -35 -37
1980s 0.4283 -37 -39 40
19%0s 0.4170 -63 -64 -65
Note: the statistical wei&hts sum to §,0000 for each varable
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have taken account of. It is readily seen that no study
has controlled for all the confounding variables listed
in Table 1.

On the other hand, it is reassuring that the ef-
fects of guardrails do not disappear in studics con-
trolling for more confounding variables. The so
calted Iron Law of Evajuation Studies (Rossi and
Freeman 1985)—which states that the better an eval-
uation study is technically, the jess likely it is to
show positive program effects—predicts that as
more confounding variables are controlled, the esti-
mated safety effects of a countermeasure are likely
to become smaller. Apparently this law does not
apply to studies that have evaluated the safety ef-
fects of guardrails.

There is systematic variation in the effects of
guardrails with respect to the kind of object they
protect errant vehicles from striking. The largest
effects are found for trees, rock sides (road located
in rock cutting), and utility poles. The effects of
guardrails do not appear to have diminished over
time. However, more recent studies are often techni-
cally better than older studies. Thus, the effects of
study decade cannot be separated from those of
study quality.

DISCUSSION

Traditionally, literature surveys have been in-
formal, narrative, and uncritical, Often they have
merely presented summaries of previous research,
without attempting to synthesize resulis or discuss
their validity and reliability. Using meta-analysis, it
is possible improve the quality of literature surveys,
but not the quality of surveyed literature.

The safety effects of median barriers, guard-
rails, and crash cushions have been studied exten-
sively, The most extensive research has addressed
the effects of guardrails on accident severity. The
effects of guardrails on accident rate have been less
studied. Most studies that have evaluated the effects
of puardrails on accident severity have not evaluated
their effects on accident rate. With respect to median
barriers, the opposite is true. Their effects on acci-
dent rate have been studied more extensively than
their effects on accident severity. Few studies have
evaluated crash cushions. As far as the effect on
accident rate is concerned, just one study, a before-
and-after study at sites with a bad accident record
(Houh, Epstein, and Lee 1986), was found. The re-
sults of this study are probably flawed, as the authors
did not take account of the regression-to-the-mean
effect likely to occur at the study sites.

Based on the studies included in this meta-anal-
ysis, it is likely that median barriers increase acci-

dent rate, but reduce accident severity, Guardrails
appear {0 reduce both accident rate and accident
severity, but their effects on accident rate have not
been evaluated extensively. Crash cushions appear
to reduce both accident rate and accident severity,
but the true effects are probably overstated in the
reviewed evaluation studies. The estimated effect
on accident rate contains uncontrolied regression-
to-the-mean effects. The weighted mean effects on
accident severity are unduly influenced by a few
nonrepresentative resulis of studies based on greater
accident samples than the other studies.

The technical quality of studies that have evalu-
ated the effects of median barriers, guardrails, and
crash cushions is not as good as one would like it
to be. In particular, studies dealing with effects on
accident severity have not taken account of a num-
ber of important confounding variables known to
affect accident severity. However, the resuits ap-
pear to be quite robust with respect to the effects
of confounding variables. The results of studies that
have taken account of different confounding vari-
ables were compared. The estimated effects of
guardrails on accident severity did not disappear as
more confounding variables were controlled.

CONCLUSIONS

The main results of the research reported in this
paper can be summarized as follows:

1. By means of a systematic literature survey,
32 studies that have evaluated the safety ef-
fects of median barriers, guardrails, and
crash cushions were retrieved. The 32 evalu-
ation studies contained a total of 232 numeri-
cal estimates of safety effects.

2. A distinction was made between effects on
accident rate {(number of accident of all de-
grees of severity per mitlion vehicle kilome-
tres of travel) and effects on accident sever-
ity {the conditional probability of a fatal
accident, or an injury accident, given that an
accident as occurred).

3. Weighted mean safety effects were esti-
mated by means if the logodds method. Me-
dian barriers increase accident rate, but re-
duce accident severity. Guardrails reduce
both accident rate and accident severity.
Crash cushions reduce accident rate and ac-
cident severity.

4. The numerical estimates of the effects of
crash cushions are particularly uncertain due
to methodological shortcomings of the evaiu-
ation studies. The weighted mean effects of
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guardrails on accident severity are quite ro-
bust with respect to study design and the
number of confounding variables conirolled
in each study.

5. The most important source of variation in
study resuits is random variation in the num-
ber of accidents, This source of variation
in study results is particularly important in
studies refying on smali accident samples.

6. Based on the studies included in the meta-
analysis, the best current estimates of the
effects of median barriers are a 30% increase
in accident rate, a 20% reduction in the
chance of sustaining a fatal injury, given an
accident, and a 10% reduction in the chance
of sustaining a personal injury, given an
accident.

7. Guardrails reduce the chance of sustaining
a fatal injury by about 45%, given that an
accident has occurred. The chance of sus-
taining a personal injury is reduced by about
50%.

REFERENCES

Andersen, K. B. Uheidsmgnsteret pd almindelige 4-
sporcde veje. Rapport 20, Rédet for Trafiksikkerheds-
forskning, 1977,

Beaton, J. L..; Field, R. N.; Moskowitz, K. Median barri-
ers: One yeat’s experience and further controlied full-
scale tests. Highway Research Board Proceedings
41:433-468; 1962.

Bittion, C. E. Effect of median barriers on driver behavior.
Highway Research Board Bulfetin 137:1-17; 1956.
Billion, C. E.; Parsons, N. C. Median accident
study—Long Isiand, New York. Highway Research

Board Bulletin 308;64—-79; 1962,

Bitlion, C. E.; Taragin, A.; Cross, E. C. Effect of parkway
medians on driver behavior—Westchester County
parkways. Highway Research Board Bulletin
308:36-63; 1962.

Bryden, J. E.; Fortuniewicz, J. S. Perfermance of highway
traffic barriers. In Carney, J. F., IIf (editor): Effective-
ness of highway safety improvements. New York, NY:
American Society of Civil Engineers; [985:242-252.

Elvik, R. Metaanalyse av effektmilinger av trafikksik-
kerhetstiltak. T@I-rapport 232. Oslo, Transportgko-
nomisk institutt, 1994,

Fleiss, J. L. Statistical methods for rates and proportions.
2nd edition. New York, NY: Wiley, 1981.

Galati, J. V. Study of box-beam median barrier accidents.
Highway Research Board Special Report 107, Highway
Safety. Washington, DC: Highway Research Board;
19705133139,

Glennon, J. C.; Tamburri, T. N. Objective criteria for
guardrail installation. Highway Research Record
174:184-206; 1967.

Good, M. C.; Joubert, P. N. A review of roadside ohjects
in relation to road safety. Melbourne: University of
Melbourne, Department of Mechanical Engineering;

197 (Published by Australian Government Publishing
Service, 1973, as Report no NR/12 by Expert Group
on Road Safety)

Griffin, L. I. How effective are crash cushions in reducing
deaths and injuries? Public Roads March: 132—134;
1984.

Hall, J. W. Guardeail installation and improvement priori-
ties. Transportation Research Recurd 868:47-53; 1982,

Hedges, L. V.; Otkin, I. Statistical mcthods for meta-
analysis. San Diego, CA: Academic Press; 1985,

Houh, M. Y.; Epstein, K. M.; Lee, J. Crash cushion
improvement priority and performance evatuation.
Transportaton Research Record 1065:87-97; 1986,

Hunter, I. E.; Schmidt, F. L. Methods of metx-analysis,
Correcting error and bias in research findings. New-
bury Park, CA:; Suge Publications; 19%0.

Hunter, W. W_; Stewart, J. R.; Council, F. M. A compara-
tive performance study of longitudinal roadside barri-
ers and end treatments. Preprint 23/9 Traffic safety
prepared for Conference Strategic Highway (SHRP)
andTraffic Safety on Two Continents, The Hague, The
Netherlands, September 22-24, 1993,

Johnson, H. D. Cross-over accidents on all-purpose dual
carriageways. Supplementary report 617. Crowtharne,
Berkshire, U.K.: Transporl and Road Research Labo-
ratory; 1980,

Johnson, R. T. Effectiveness of Mcdian Barviers, High-
way Research Record 105:99-109; 1966.

Kurucz, C. N. An analysis of thc injury reduction capabili-
ties of breakaway light standards and various guard-
rails. Accident Analysis and Prevention {6;105-£14;
{084,

Light, R. J.; Pillemer, D. B. Summing up. The science of
reviewing research. Cambridge, MA: Harvard Univer-
sity Press; 1984.

Michie, J. D., Calcote, L. R., and Bronstad, M. E. Guard-
rail performance and desipn. National Cooperative
Highway Research Program Report £15. Washington,
DC: Highway Research Board; 1971,

Moore, R. L.; Jehu, V. J. OTA Study Week Theme 1.
Recent developments in barrier design. Traffic Engi-
neering and Control 10:421-429; {968,

Moskowitz, K.; Schaefer, W. E. California median study
1958, Highway Research Board Bulletin 266:34-62;
1960.

Perchonok, K.; Ranney, T. A.; Baum S.; Morrs, D. F.;
Eppich, §. D. Hazardous effects of highway features
and roadside objects. Volume 2: Findings. Report
FHW A-RD-78-202. Washington DC: U.3. Department
of Transportation, Federal Highway Administration:
1978.

Pettersson, R. Avkoroningsolyckor och vigens sidou-
trymme. Etapp 2. Olycksrisk samt samband mellan
skadefdljd nch utformingen av viigens sidoutrymme.
VTl-rapport 127. Linkdping, Statens Vig-och Trafi-
kinstitut, 1977,

Ray, M. H.; Troxel, L. A.; Carney, J. F., III, Characteris-
tics of fixed-roadside-object side-impact accidents.
Journal of Transportation Engineering 117:281-297;
1991,

Rosenthal, R. M. Meta-analytic procedures for social re-
search. Applied social research methods series, Voi-
ume 6. Newbury Park, CA: Sage Publications; 1991,

Rossi, P. H.; Freeman, H. E. Evaluation. A systematic
approach. 3rd Edition. Beverly Hills, CA: Sage Publi-
cations; 1985.




536 R. ELvIK

Sacks, W. L. Effect of guardraif in a narrow median upon
Pennsylvania drivers, Highway Research Record
83:114-131; 1965,

Schandersson, R. Avkdrningsolyckor och vagens sidou-
trymme. Etapp 3, Olyckskostnader samt berikning av
alycksrisker och olyckskostnader for objekt | sidou-
trymmet. ¥VTI-rapport [85. Linkoping, Statens Vig-
och Trafikinstitut, 1979.

Schoon, C. C. After seven years; RIMOB in practice. An
evaluation of the Dutch impact attenuator RIMOB.
SWOV Report R-90-49. Leidschendam, The Nether-
tands: SWOY Institute for Road Safety Research; 1990,

Schultz, L. C. Pennsylvania’s guide rail standards: A cost-
effective change. Transportation Research Record
1065:12-18; 1986.

Statens Vigverk. Trafiksidkerhet pd vagar med midtracke.
Rapport TU 143. Borlénge, Statens Vigverk, 1980,
Tamburri, T. N.; Hammet, C. J.; Glennon, J. C.; Lew, A,
Evaluation of minor improvements. Highway Research
Record 257:34-79, 1968.

Tye, E. J. Median barriers in California. Traffic Engi-
neering 25:28-29; September 1975,
Viner, J. G.; Tamanini, F. J. Effective highway barriers.
Accident Analysis & Prevention 5:203-214; 1973,
Williston, R. M. Motor vehicle traffic accidents; Limited
access expressway system. Connecticut State High-
way Department, Bureau of Traffic, Technical Report
10. 1969 (quoted in Good and Joubert 1971, op. cit.).

Woods, D. L.; Bohuslav, B.; Keese, C. J. Remedial safety
treatment of narrow bridges. Traffic engineering,
March: 11-16; 1976.




{panunuod)

€50'y £60°t =] LhL 0ad

82
o9e'} o'l azl 485 fu) o4 az
€94} tol'L z ol e weaq-AA, UmpaN 3028V 4 vsn 2561 SUoRIEY 'UOIHIG
=41 1ZL Qad Ireipuend Iespuent &Z
IZE'0 IZE'0 col =5 fu) RUM eegopp 17
113 99 00d [lesprent irmpent ol iz
626'0 260 95 4 ful AR, -WEBg-pR i &Z
50| Zs0'L i} ta odd e
Zri'n Zri'o 551 851 Iy HUIESG-AA ueipal e
nov') oob'L o9 ftr QQd 2
pi IN w1t 14 =4 fu) weag-Ah, vepa e
g5zl gz =48 B oad e
g9l E9L'} S0l LL I AL uelpopy 1€
oAl POZ't 5 =] 0ad o1 e
zes'o Z99'0 85 L] | app weipayy asav £ ven ZoE} ZPMWIHSON “plat {‘wojeag
LT 0iF'} 50¢ eLIT oad 82
¥iZ') viZ'L (33 e fu o4 9%
£29'0 £2z9'o 6 £5 F] aarues uepsy  3024Y( 9z ¥sn 0951 Japons TUMANSON
2Z9'0 650 e Skl oad 24 112
' BLZ'L ve o f| alaues uepe  3Qoavl \ElZ
091t GLO'L 151 z8 0ad LEN| 1%
545'0 2650 ¥5 & fug Faxes vepeW  3024vl (15 %4 vsn 9561 usiiing
e 1ol z-Auasss  1-AQUeAss  UWwOaye noyiwelojeq  Allisase Temprent palgo  sajgeuen ubisag Apnog  resp xyiny

Weptoe Wepaoe Wapiooe MODIZOR  SIUSPIOYY SJUIpRAY WRpRAY joadd) Joadf)  Burpunojuon
co«ua..__m Sﬂotm co_be____m co_be_cm

SUOIYSN) YselD pue s[IeIplens) Jo sjoalg AJayes 913 JO s9ipmig Zg 10 BleQg
I XIANTddY

537



{panunuoo}

oil W ood (5" 1ep =2
2a'0 ®2g'0 il s¥ ful E<'l=H ="
658'1 568't Pl T 24 WeaAA  JUBUDURQWT oz
0L4 ol Qad (316" =A oz
+Z8'0 4] yig! Ll fu b=H 8z
Sse') 5581 vl g0 E| Weaq-Ay  RRUDARGWT 4
oLl zv oad g 1eA (4
¥0E'} POE'L il o fu b=H BEY]| [+~4
09E'9 09€'9 ¥l S0 E Wesq-AA  JLAUDIUEqUI] = oz wsn 1961 HINque | ‘UouualD
frio! :]FE) 0ad yrd
8220 9Z'0 €68 5854 fuy reipent  gespuent o4l Z
zol't 911 k4 fi o4 ans  -wesdas -1 &z
00Z'L 0oz’ 1 Blil oePl 00d €
gskL sl Sest eill L] LEN] 1€
Lo las'o 7 e ® umag-py  Ueipaly Qogv't Ie
a5y 81¢'t LZEL £i8 oagd e "
FER'D 80 15°] 89 fu| 94 e @
Lr'o Lit'o 1z Ie *®d alp,  ueipel aoav e wsn 5961 uosujop
ez’ o't i6Z 66l 0ad e
£92'0 69’0 001l ze fu 24n 1€
BLL'D 8110 1 9 ®d Wreaq-A8 ueipaly Qoavl £
org's or9'L 85 ze oad e
b06'0 $06'0 6z Ll fur 94 e
Z8T'0 ez’ 50 ) *®y Weag-pp  WRIPAW 0o8aY e vsn 5961 NS
1990 488'0 £ ¥z oagd o4 oz
000'y 000y z 14 Iy Wesdtpy Ay 3g0av =
geL's BEL'D toe 144] odd o4 e
¥Z1'0 ¥Z1'0 L [2] fu) Wwesthay  URipAy o8yl e Ysn zoet ss043 'uibeie) ‘uodg
Z-am bRl ZAwesrs |-Aesss LuwWRUR  InoUuwAIDBG AJSAeS mespien wafe safqeires ufisag Aqunon  seap Jouny

WIS Waproe Uapaoe luapiooe  siuepioay SRV luappoy Joadi]  joadiy  Gupunoprn
WEIYI  wWBeNI vopsy3 W joay3

{panunuoa y xipusddy)



{penunuog)

lzZz'o 120 14! ¥ ®d umeg-py  JUSUBIRQUIS [+
oLl ] oad (= oz
6510 681D wi vz 4] o LE=H =<
1eZ's ezt 14} ! E| Wead-py  JUSUBRRQWZ -4
oLk | oad {9z 9z
570 IEZ'o vl 0E fu| 1E-1Z=H Bz
6E8°0 6E8'D 14" z e Weag-AA  WRUDREqWR T
0Ll 4} 00d 1A oz
Lz Lo i ® fuy Z5k=H oz
rZ¥'o ¥eZv'o ¥l ] 'y wead-py  JUAUDURqW BT
041 1" oad hT>A o
oll 18 00d (z=A &
1A gIc'0 i 1 M gy-Zl=H oz
176'0 50 vl z . Weoq-p  JeUDUeqUIS <
0Ll il 0ad IT=A <
zE'D zen i Fi g I Zi5=H -4
80 6’0 14} £ 5 Weag-M,  elnuedquy sz
0Ll 55 00d +hZ=n o
6’0 ter'o Fi ! 96 0] 69=H 8z
1990 235'0 14 0l red weeg-M,  Jelunjrequy sz
ol 6 oad #z=A %<
¥25'0 +Z5'0 il pa:14 iy gre=H ez
'L EI'E 14" 8 »d umad-p4  RleuDjUeqUIy =
0Ll 9 oad CIz<a 2
okl oLLo i L ] ot=H 4
¥i5'0 viS'0 14 1 ®d umed-py  ReUDUEQUIS sz
oLl € 0ad (+315' 1A =
rIr'o riv'0 g} 1] ful €5I=H oz
6%¢'l 6%t} 14! € ®d umed-Ay  SUDUeqUIS 9z
= e ZAueess |Quases ypwReye phougwalajeq Aldsos peprent pako SeEres ub2q Aqunon  eay Jougny

WOPRoY  WOPROR  WepooR JSpiooR  SURpIoSY  suepody  wepkdy  joedil Joedkl  Bupmouos

{panusiuoa vy xipuaddy)

539



{penuguos)

£st'0 LsP'o L (174 ood i€
Ist'0 Isto S 15 fu) of1 13
{080 090 I 1 *®d wesq-px  spuasfpug 3028Vl e
osy'n os¥'0 zl ;] 0ad e
889'0  e89'0 ol £2 0] (sanmn) oFll Ie
PR peeL ! ! ®4 Weag-Ap  WeuDUeqW3  3I0AY e ¥sn #0614 A’ UOULGS) SOURLIB H ‘WINGUIE |
EsL’y bEE'Y SIE Skl oad eIz
s8R0 gL'o T Frdl fur 241 I£1Z
L0 0620 EZ 4} 1ed Wesg-pA treIpaN 3a28Y1 1EIT g9 8961 nuyay‘aloop
85Z'0 8520 a1l il oad -4
0 10 v iz ] o241 sz
120 1820 ]! L ©4 ureag-py  ubis femuBlH - 3008V 74
I5E'D V6E'D e orl oad =
AT ST 4 s zil fu) o'l o
O0S€0  05€'0 I 18 ey wesq-py  ubs AewuBi 3004Vl w°
850y 860'p El S0E Qod Sz
6IE'L  SLEY EZ Lo fuog o4 "4
¥52'0 520 { 8z e uersg-pA  addunn 3908V a2
o9'n ore'o +14 65 oad -4
96500 96E'D St £8l fu) o471 sz
£65'0 €650 & 1 2| weaq-M  sadebpug 308V 274
€9L'p T 681 sz oad sz
sez'o  s2'o 161 . Ti vy spua o4 Z
8ZZo  s®'o ] 6l ®d weag-py  eiebpug  3q0AEVE 74
(1719 b oad (H1zA Sz
0s0'c 0500 2wl el fu) 051-18=H sz
€0L'0 €010 vl 9 ® WeSG-Ay  WBUDfUBqU 24
oLl € oad Rz=A 24
SEI'D SELD it il fug b gt=H 2
o e Z-AueAEs QLAY Umwiaye pouypwaloiaq  Auases  respient w3jgo sajgeLes ubsag Agunog  Jeep loyiny

REpeTe Wapiooe uappoe Wappoe  SwEpIooy SRRpEIOY wepoay  joadd] joadi]  Bupunojuon
wo a3 ua a3 vo paug ua a3

{panunuos v xipueddy)

540



{ panuyuoo)

s (F7 oad 4
Zos'0 WSO Z 169 ful o1 -4
DSE'D 09D g'o & led v JBUDUEQUIY a1 < sny ¥1.]} yegnorpoos)
LOO'% 86’0 0z o 004 o4 LEIZ
606'0 OFB'D |} oz fu Wweag=A, uepa 3gaavl eI 29 911} Heqnor pood)
860'L ge0't 09 or 0ad I
£5'0 550 £ 6E fu o4 w
ege'c €990 T T 4 useaq-M URIPS 024yl e vsn a6k RS
ez 06} oad oT
zZos'0  Zos'D 152 061 fu| (weec-pn) a4n -4
reR'D  p8B'D 4" L *d I u=pany =1 2z
51934 5L oad <
8/E'D  QLED €5 06 fu {ea-pA) o KT
psZ'0 0820 =4 9 led I youa -t =4
5191 15 0ad ;4
6520 652 £5L 69 Iy (ureag-an) LEY] sz
6¥0'0  6r0'0 sz 4 e 1] Jard aBplg -1 gz
slok 56 oad 4
gig'n 818’0 €54 59 ] (Wwead-pn) IreJpuent ] o
egi'0  B9LD o4 8 B [ apug -l %
519 0zl oad <
9/8'0 9.8 £5L &5 ] {weaq-p) o471 <
oiz'o  0lz'o ST L ®d i utiis AemybiH - =7
5101 L oad ;4
FIED  PiED E5L A1} fuy (wreag-pn) od'l =4
git'o  ail'o ST ] E| I el - L=
519} a8l o0d <
v’ zov'o €54 20z fu) (weea-pn) of ;4
uro uzo sz St | 1] sjed Ayinn =i 4 wen 8961 [wagnor' poo] veiEniIAA,
T porr z-Auases  -AUaARS  uwaeye Jnouwwsioppq  Aueass meiprend palqe SHGEIRA ubjssQq Anunog  eal Joyiny
Wapiaoe wapxoe wepove WRplooR  Sjusplooy SUSPAY uspiooy  joedi) joadd)  Bupunojuog
wpaY3  wWRIYI  uopayl  wpayd

{panunuos v xjpuaddy)

541



{panunuog)

8E0's 7590 €1 ¥Zi fuy ureag-AA uepey 3008Y1 5+ MO 1161 SR DUY
291’0 291’0 v (14 1] uRag-Ay  wpueelppg oAV e VSN 8i6l Omom ARTETII0Q 'EPOOAL
8Os’} 895"t 9662 011 oad =4
€90 €180 o0l 89 fu) [resprent Ilesprent 94N 9z
zIS0  Zis0 o€ g} CF | M Wesq-AA a8y 4
0160 0i6'0 0Lk ey oad 8z
LYy L ze9 91 LT femrent  pent a3 ez
9607 9602 -8 £ *=J umag-py  ElUD g28vi s vsn 5251 2kl
1] &6 oad Z
sLi'o  9Ll'n [ 62 fu 147 fi4
wsho
000'k 0004 I ) ®q ysel) dure) g A ¥4 vsn £/64 REURWIR) 'JEA
829 5965 oad 9z
1920 1820 aiE 6Zhp fu (e} o 9z
o't 180') ¥l 741 rd i1 WRlarequrg Y| &<
929 Sie QOd 9z
ges's  ees't 9. pil furt o "4
90 los'o ¥l ol F v ubts AemufiH il =
oz9 €8s oad 7,
ges'oc 9850 9:E =71 1] 9N 9z
L' 2T 1 ) B4 Y aal) 3] 4
29 0991 oad ez
ger'o  8evD Sig 92T fu) S ) 9z
rz¥'o  p2r'o ¥l 0El - E ™ aod AYmn ] -4 sny (7118
ot ¥50 Qod sz
st Tl [~ 0L fur oK &<
288’0 8580 s'o €l ®=J v sal) a1 =4
ta ] P ZAleaes Hoases upweaye  hoummseq Aueass ipend pajgo SiqeLies uBpaq Aunos  ea) Joyiny

enRos P eppoe WeppoR  suapioay SRRy ooy jaedil jowdd]  Bupumojuogy
WRey3 wWPeuI wpeyld wPeyd

{psnusivos v xipuaddy)

542



{ panunuoo)

Z>H

059 €S oad b2 oJ8M -4

BYT  IEP'T £oe £ fu| WeXPAM URSUDiUeqWIS - =4
t<H

oE9 124 ©0d b9'1-L'2 48N "4

88’0 elg’o £9¢ 1€ fu) ueag-pA  WBUDRRGWI = -
+ZH

0£9 zl 0ad 1g'1-L'T 2487 s

ar's Tev'l £oe 4 fu) Weag-AA  eUDURILT - €%
H

0e9 eg oad K-y Iy 4 eddt s

go8'L 998" £9¢ 1z fuy ueag-pn  WeunuRqUI3 -1 @«

0£9 ¥s ©0d Vr<H 122« 94 €%

96Z'T  S8Z': €9E vZ I WESG-M,  JusLMUequZ -t <

0£9 89 oad FZH LTS D38 €%

i96'L i95') toe sz ) Weaq-p  WRULUEqUT -l %

0£9 15 ©od ToH BLT o491l €%

691 &L E9C 02 iy wesg-p  WRubrequ -1 4

0£9 1474 0ad 9

gI6'Y  BIE'Y e o Tu 0491 %<

E95'61  E96'6S k4 50 s ureaq-p  ubs AmmyBiy | sz

0£9 05 oad 4

6e0°L  6E0'L Fag 57 fu o491l 62

CTVAL -1 ¥4 Iz >4 ey weag-p,  aed Aunn -1 =74

089 vt oad >4

SIE'0  9IED e 8L fuy _ o4g'll sz

s0e'D gD Iz £8 F ] weag-p sar]l -1 =74

0£9 el oad %

Sve'0  obt'o THe e fu 0491 8z

Lso  ug'o ¥4 £l *d WEaG-AL  9DIS NooY 1 sz $ L6l uoLRpRg
) ) el Z-Ayass L-AUBASS URWRYR  noyuMmuojeq Auases  peiprend poeiqo SIGELTA ubrsag Anunep  JeeA loyiny

WRDIZ0N  WOppmOR  JUSPRDE  WEPIsOR  SUSpIooy suepoy EpRoY joadhy joadl]  Bupunojuol
VOReNI  LoReyI  uopeyI  uopPpayl

{panunueco v xipusddy)

543



(penunuog)

= 5 oad panjzoR =
Zs'n 12870 9 61 fuy PO I jsod LapoaM  SAE'H ®
rprend jEsmren
000's  000'S z 1 ®d weag-pp, WeAG-AR -1 ="
£ v oad payoHg  payoolq 0
L I g 6l sz fuy ‘Jsod Lpoan  '1sod |Raps o487 =4
Tupient  Yipuent
0 evr'o b z j-E | Wead-AA URSG-AA « s
8 65 ood ®
049't 0181 ] 11 fui EEF] &<
we'l el S t ®y ueag-pA  Ube AewmyBiy - 02
61 = oad 0
S51'0 §64'0 58 s ] 943 8
ampngs
560'0 5600 s +l 1ed wesgq-pn  =0puq jo wey < ®
el b4 o0ad 8z
B0 S0 ] ez fu| 2430 ez
s¥i'0 skl ] vi =4 wesq-p  siod Amn - 8z
¥E1 1 4% oad =
6IZ0 6120 ] S0 fu oS3 e
I£Z'0 1820 s s ®d WiEag-p salL - <
¥E1 zL .00d 74
We'Dn  IED S8 9z I 2470 ez
o9E0  9ee'D 5 Bl L Weag-AA  asijuequy ol L= ¥sn 851 Yaidd 3 sLuop 'wneg 'AeuuRY ‘youoyoRd
F<H
oce £ oad bZ'e'l 844’ o
PO Zer'o 152 ¥ fuy umat-p  WRUDURqUIT -1 oz
FZH
0cg [F4 0ad 1Z'1-8') S4a'l oz
ozt oI £9T ol Ry WEST-AL  Wrslibyrequis “1 ®
] Rl Z-Aeses 1-AUAASS  ypwRue nouwwMmAlojeq  Aueass  |edpuend wofqa sajgeLes uBesagy Anuney  Jeay Joyny

LRpoe Wapaoe IRproe WepIoe  spsplooy SLIPIY epioay  JoadAl pedil  Bupunoyuog
WpeNI wpeyl  uwpayd w }33)3

(panuguoo v xipuaddy)

344



{ psnunueo)

i £l 0ad &z
peS'0 PRS0 ¥ 58 Tu 41 iz
Ks0  0eS0 Tl 61 ed Wesg-M snofreA, asavi &z wsn 61 IeH
s z09 oad yi
olF'D0 9o vl S0b oy i«
£9l'0 €8O Z ) ] uresg-pn UBRS §i g ¢ i yrubep, suagls
oLl bl Tt 09€ oad -2
098'0 0980 65¢ VEE fu) 941 sz
s’ sil'o =) BE ®y wead-pA, ueipa 3q08v 24 89 o6k uosuyor
0911 £28 Qad Sz
DES'E  ORSE 188 ezt i o4a'll %<
sbz'ol  SPT9L 0t ! 1ed weag-pr LIS femuybiy - o
08kl >4} oad 92
osL'L  0sL') i85 {3 fu) 049N sz
P50 EF5D o & *®d weag-py,  s2id abpug “ 9
0941 skol oad -4
190t 180°L 185 o8r fuy o4l %<
690 TS0 0E gt ®d weag-p afod A =i =4
ogll 508 0ad sz
e TR0 8% z603 fu 24a) sz
o WwT0 0 Zel 1ed weag-pA, sau) “1 oz
0911 14 oad sz
¥ LD 185 8%t fuy o4l 9
9150 QIS0 e 4 :E | WESAN  9PIS HOOY -1 ® s 661 UISERPUBYDS
24 Ford oad -4
aip'0  8p'D 14 9 fun 22I4} Jo oM pEI0NG Jou o481 52
‘llerpend
£E2'0  EEZ'0 5D z el ‘anp wread-pA - 8z
-t ol Thwmass |-AueAss  Umwieye ouypwamjeq  Ausses  peipuend waigo sajgeLlea ufiisaq Aunon  Jes), Joyiny

P WEpooe napoe uspisoR  SIUSPRIY SPRPEIY Wwepiooy  joadAl joadi]  Bupunoprd
uo Pay3 Lopeys  wpsy3 w3

{panupiuoo vy xipuaddy)




{panujuog)

61 = oad 9

EEL'D  EELD 6 09 fuy o4vn o
uojysno

0ZSD  O2H0 I L ®d ysin  spus abpug ezl L4

SE vl oad o

1080 109D 55 Lz uy o4vN -4
uonysng

Oo0E'D  00E'0 T 62 4 ysein  spua abpug aog A

i €z oad o

gss’'c  8es'D 6 w2 ] S4vH -4
usna

S5E'0  5SED 50 £ E o spus obpug aod 74

o€ yrd oad ) 5z

EOF'D  £Ob0 or zL ) o4l 9T
uoiysno

v’ eeb'D £ g eq yselg  spua abpug aog’l A

=4} o 0ad *®

£ELD  EELD =148 gee | LA 9T
uojysno

10 srL'0 5 s 1ed Yseig  spus 3bpug faral- )] 9z

} 2% 0ad o

5 AN A z gil fu) o4Vl 9T
uojusno

LT LpE ! 4 ted yserg  spus abpug aoe sz

] 5 oad o

i’ b0 L 85¢ u| o4 o
uojysns

' TSk S0 oL e ysedg  spus abpug aog’l A

L 0% oad *®

€0 €0T0 € £21 f o4Vl 8z
uolysna

S9E'0 9960 s'0 = Ed ysel3  spue sbpug aogl ST vsn a6t Uy
ratl) | z-Aweas  |-Agmaes yuwssye  noyuwaloed  Awsass [eapuend Paiqo SaqEpes utiisaq Apuned  Jeay loyiny

RSpIoR WP Waprog JUapooE  sURpITY SIAPIOaY Wapoy Joedi) wadi)  Bupunojuoas
o e W Py wa pajig uo a3y

{panujuon v xjpuaddy)

546



(panuguoD)

zE S0z oad -4
0 LD 9 ¥l (L o4 @<
uoRIENS
ez'o  sR'o 50 -1} ®d uyseld ) - &< N 0561 woouyIS
vzLe oeal oad 8z
Z96'0 THG0 2916 PRI 1] o1 2
we'y  we'L 0.z 8 e uresg-pn  ubs Azmubiy | oz
vZLB 0ROz oad ;4
oeL'o  oel'o 2916 (15 Tu o4 2
oov'L  09v'l Uz 5 ®d WESAA wiQ ! s
vZie SEPG oad 4
Kg'c 150 8916 85511 fur ofll =
60C'L  BOE'L 754 gIe eJ weag-pa  elod Auon -1 =74
vZLB Q.05 oad o
EIS0 €150 2916 srenl fu) o4 >4
0so'0 0590 -TFS 99¢ ®d wreag-pA UL -1 "4
vzie 15€ oad o
zev'o B0 2916 EEL I o4l "4
&0 6x%'0 8.2 95 ved wesg-Ay 5P 96pUd - 4 vsn 9061 By
ol'o o8l'0 8 o oad od'l (1
uoiyEna
e’ IOE' kL b fu yseip  duweipg 3008Vl 1> vsn 9664 907'uKsd3 'yneH
T6L 8pz oad o
ee9'0 5690 4498 SbS fuy ol 8
1sod wiy  1sod Aaeay
prs'0 HPS'0 (%4 Bl ed 'weegpn  'LWRAGAA -l >4 ¥sn ge8l TopaiLmyoy'uapiig
(=22n)
% b oad spelqo D49V ¥4
zai'o L0 ot L ful weag-pA pextd - T vsn P65t LT |
z-uRl (o zAUeASS  pAAMRS  UBWIOUE  noupw@iojeq  Aueass  leiprent ol SIqEHRA ubisaq Awnog  resp Joyny
IR o wRppae japlace  SSplody SpBpiRY weplooy  Josdil joadfy  Bulpunopsed
wopayy WRaEI  Uowayl  ueioayg

{psnunuos v xipuaddy)

547



1z o} 0ad =
(miLeq (senrq
e wzo £} 8z fu) Ueypnu) uepaw)  HOJEY 52
6550 6550 S'e b ¥ QA Wreag-pA - =
ol o odd =
(ourg (arueq
vi0'L  pLOL :rd 101 fy wRIpaLU) vepawl  HO4EVN =
eos't  €08'L 4 T Ed WrReaq-M, R0 | <
iz 05 00d 4
1290 1290 iz o ] payociq  HOLav'll sz
290 090 g'0 z ®d Wreag-pA "weag-pa = 5¢
0 € oad =
BZF'0  8ZH'0 R 13 fug payociq HO48Y T <
ler'n 1er'o z 5'0 ®d 'weag-pq @jucwo) -1 < ¥SNn £651 UnOD HeMSS PNy
[: A S oud 9T
S0 sor'0 SwrE 08tz i Ho4v1 8z
SI¥'T 9T 0L zl bR Ueag-p  Juaunjuequy I ez
1A LIOS 00d 74
' sel'o SkHe SEsL fy HO4AYII -4
PPET VST oL ZL *®d weag-py  Ubs AesuBlH ~ 8z
180z eo¥) oad ez
oy w7l SPbE e fug HOAY' sz
-TAN BTN oL > ®d weotps,  seyd abpug - ST
1: 741 69691 oad 9T
20 120 SHHE ¢Bsel fu) HOAY I 9T
0se'c 09t oL b =¥ weagp  apd Aunn -1 -4
Vi 19802 odd =72
) TA V- ShbE 5996} fug HoAv'Il %
82Z'0  8R0 oL 47 ed weag-pA 32l I oz vsn 1661 Anwe)'amyy Aoy
Zowr 1oRl  Z-AueaIs  |FAUBMSS  UpwRYe Jhoupwalojaq  Auases perpuenB Palqo S3IqeLRA ubieag dwnog  Jesy Joyiny
Wepooe appoe WRptoe usPIDoR  SIUAPISY su2pja0Y WBpOY  Joadhy joadi]  Buipunojuoy
wpREy3  uUepays Uoou3 oyl

{penunueo v xipuaddy)

548



Safety vaiue of guardrails and crash cushions 549

APPENDIX B

Description of the Logodds Method of
Meta-Analysis

Notation
The following notation will be adopted:

ACC  Number of accidents of all degrees of severity
VKM Vehicle kilometres of travel

FAT  Number of fatal accidents

INT Number of injury accidents

PDO  Number of property-damage-only accidents

G Median barrier, guardrail or crash cushion
present
O, Odds ratio for result {

in(0; Natural logarithm of odds ratio for result {
Statistical weight
Wi Statistical weight for result

Definition aof each result and its statistical weight
Effect on accident rate is defined in terms of the following
odds ratio:

0. = [ACCGHVKMG)IACCIVKM] (1)

where () denotes the presence of a median barrier, guard-
rail, ov crash cushion.

Effect on the probability of a fatal accident, given that an
accident has occurred, is defined in terms of the following
odds ratio:
Oty = [FAT(G){INJ(G) @
+ PDOGN/IFATHINS + PDOY
Effect on the probabitity of an injury accident, given that
an accident has occurred, is defined in terms of the follow-
ing odds ratio:
Oujory = {FAT(G) + INJ(QHPDODV {FAT (3)
+ INJYPDO}
The statistical weight of each resuit (Fieiss, 1981) is equal
to the reciprocal of the sum of the reciprocals of each of
the accident figures that enter into calculation of the odds

ratio. For accident rate, the statistical weight is defined
as:

W, = VIACC(G) + H/ACC]. (4)

For fatal accidents, the statistical weight of each resukt
is:

Weua = VIFAT(G) + L/YINJ(G) + PDOG)} + L/FAT
+ 1/{INJ + PDO}. 5)

For injury accidents, the statistical weight of each result
is:

Wisgary = VIAFAT(G) + INJ(G)} + 1/PDO(G)
+ 1{FAT + INJ} + 1/PDO). (6)

In case an accident figure is 0, 0, 5 is added.

Definition of weighted mean result and variance
The weighted mean result of » studies, each of which
is expressed in terms of an odds ratio, is defined as:

7= exp(M). 4]

i
2w

The total variance of the resuls around the weighted mean
result is defined as:

Var(f} = Eﬂ: [{a,- - x (w,- i wf)]. (8)
i=l =1

The variance of each result is defined as follows for acci-
dent rate, fatal accidents and injury accidents:
Var{orale) = (Orate X Ome) ' {“ACC(GJ (9)
+ t/ACC].

Var(Ogg) = (O X O * [VFAT(G)
+ V{INJ(G)+ PDO(G)} + LIFAT (10)
+ 1{INJ + PDOY.

Var(oinjﬂry} = (Oinjury ) Oinjur}') ) [H{FAT(G)
+ INHG)+ 1/PDO(G) + L{FAT (11)
+ INJ} + L/PDO.

The contribution of random variance to the total variance
of all resuits is defined as:

Var(r) = E": [Varoit [w;/g wf)] (12)

i=1

Systematic variation in research results is defined as the
difference between total variance and random variance:

Var(s) = Varlt) — Var(r) (13)

Definition of confidence intervals for weighted

mean result
The lower 95% confidence limit of the weighted mean
result is defined as:

6Iower = e”‘l:’(Ml:m —1.96 x l/ En: W;).

N
i=1 Wi =1

(14)

The upper 95% confidence fimit of the weighted mean
result is defined as:

j.; 1 n
aup}nr = exP(E'"‘,,LO‘)w.‘ + 1,96 X 1/ E W,-).
Zicsw
(15)

Note that the confidence limits are not symmetrical around
the weighted mean value,



Paper 2






TRANSPORTATION RESEARCH RECORD {485

Meta-Analysis of Evaluations of Public
Lighting as Accident Countermeasure

RUNE ELVIK

A meta-analysis of 37 studies evaluating the safery effeets of pubiic
lighting is reported. The 37 studies contain a total of 142 results, The
stadies included were reported from 1948 to 1989 in it different coun-
lries. The presence of publication bias was tested by the funnel graph
melthod. [l was conchided that there is o evidence of publication bius
and that il makes sense to estimate a weighted mean safety effect of pub-
lic ighting on the basis of the 142 individual results. This is done by the
log-vdds method of meta-anadysis. The validily of the combined resuits
was lested against a number of rival hypotheses. [t was concluded that
the results are unlikely to have been caused by repression-to-the-mean
and secular accident trends, The results were robust with respect to
research design, decade of study, counlry of study. and type of traffic
cnvironment studied. The safety effects of public lighting were, how-
cver, sensitive to accident severity and Lype of accident. [t was ¢on-
cluded that the best current eslimales of the safety effects of public
lighting arc. in rounded values, & 63 percent reduction in nighttime Fatal
accidents, a 30 percent reduction in nighttime injury aceidents, and a 15
percenl reduction in nightlime property-damage-enly accidents,

Public lighting of roads is widely accepted as an effective road accei-
dent countermieasure. Numerous studies have been done 1o deter-
mine the effects of public lighting on the number of accidents, In a
synthesis of safety research related to traftic control and roadway
clements, Schwab et al. {/) summarized the results of research by
stating that “night accidents can be substantiaily reduced in number
and severity hy the use of good road fighting.” This interpreiation
of the evidence from evaluation studies is not accepted by Vincent
(2). In a critical review of 2% publications on road lighting and acci-
decnts, he coneludes that “All of the studies claiming statistically sig-
nilicant accident reductions resulting from road lighting are defi-
cient in any or ali of: sitc selection, types of comparison, accident
measnres, measures of lighting and stalistical evaluation lech-
niques.”

In nonexperimental accident rescarch numerous threuts to the
validity of results exist. It is rarely possible to deal with ull of them
in a fully satisfactory way. Most literaturc survcys do not discuss
the threats to validity at ali or treat them informally, as Vincent {2)
did, This paper argues that some issues that arise in studics attempt-
ing lo summarize and interpret evidence fromn a number of evalua-

tion studies can be resolved by qnantitative meta-analysis. Three’

issues fcud themselves to Lreatment by quantitative meta-analysis:

L. Is it meaningful to summarize the results of a number of stud-
ies of the effects of a certain accident countermeasure into an esti-
mate of the mean effect on safcty of the countermeasure? IF yes,
what is the best estimate of mean safety effects?

Institste of Transporl Bconomics, P.O. Box 6110 Etterstad, N-0602 Oslo,
Norway.

2. Which are the most and Jeast vadid and reiiable results of stud-
ies that have evaluated the effects ol an uccident countermeasure?
How can the most valid results be identified?

3. Why do the resulis of different evaluation studies concerning
the sume countermeasure vary? What arc the most important
sources of vanation in study results?

This paper reports Lhe results of a quantitative meta-analysis of
evaluation studies concerning the safety effects of pubiic lighting.
Those studies were designed to address the three issues raised in the
preceding paragraph. The studies have evaluated the effects on
safety of public lighting on any type of road, including residential
streels, rural highways, and freeways and covered both rurat and
urhan areas and lighting of intersections a5 well as continuous road-
way segments,

EVALUATION STUBES INCLUDED IN
META-ANALYSIS

Thirty-seven studies evalvating the citects of public lighting on
road safety are included in the meta-analysis. The 37 studies con-
tained a total of 142 results concerning the effccts of road lighting
on rodd safety; these results were expressed in terms of either
changes in the number of nighttime accidents or changes in the
nighttime accident tate per million vehicle kilometers of travel. The
studics were retricved by a systematic literature survey, A detailed
description of how the literature survey was conducied is given else-
where {3). The final sample consisted of cvaluation studics that sat-
istied the following requirements:

1. The study contained one or niore numerical estimates of the
effects of public road lighting on the number of accidents or the
accident rate.

2. The study primarily assessed the effects of introducing light-
ing at unlit locations, Studies that primarily assessed he effects of
changing the level of cxistiug lighting were not included,

3. The study presented the number of secidents on which esti-
mates of the effects of lighting werc based. Studics giving only acci-
dent rates, without stating the numbcr of accidents used to estimate
those rates, were not included.

4, The study was published. Unpublished studies were not
included,

In the meta-analysis each estimate of safety effect was used as the
unit of analysis. A total of 142 resulis were included, The results
that were included in the analysis are provided in a later section (see
Table 4). For each result, data corcerning the follewing varizbles
were collected:
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I. Author or authors of study,
2. Year of publication,
3. Country 1o which each result refers,
4. Study design (coded variable with seven calepories).

5. Type of traffic environment studied (coded vartuble with
Lhree categorics),

6. Type of accident studied {coded variable with five cate-
sories),

7. Accident severity {coded variable wilh Tour calegories),

8. Number of nighttime accidents before or without lighting,

9. Number of nighttime accidents after or with lighting,

10, Numher of daytime accidents before or withoul lighting,

1. Number of daytime accidents after or with lighting, and

12. Estimate of the effect of lighting on road safety.

Table i describes in more detail how the variabies included in the
anaiysis were coded.

En terms of study design a broad distinction can be made between
various forms of before-and-after studies on the one hand and var-
ivus forms of comparative studics on the other, Conforming to the
lunguage of epidemiology [see, e.g. Hennekens and Buring {4}, the
comparative studies will be referred to as case—control studies, in
which one or more lit Tocations constitute the cases, whereas one or
morc unlit locations constitute the controls. The two main groups of
rescarch design differ in lerms of the criterion of safety (CS) etfect
gencrally adopted, In before-and-afier studies the basic CS cffect is
the odds ratio, commonly dehned us

1i3

CS cflect = {no. of nighttime awecidents after/no. of nighttime acci-
dents betore)
+ {no. of daytime accidents after/no. of daytime acci-
dents betore)

II" this ratio is less than 1.0 lighting reduces the number of nighitime
accidents. Lf it is more than 1.6 lighting increascs the number of
nighttime accidents. [n some before-and-atter studies, as well as in
al] cage-control studies, the odds ratio is expressed in terms of acci-
dent rates rather tban the number of accidents. I the introduction of
pubiic lighting does not affect exposure, the odds ratio of uccident
rates will be identical to the odds ratio of accident frequencics. The
comparability of the two measures ol safely effect is discussed in a
subseguent scetion of the paper.

TECHNIQUES OF META-ANALYSES

Meta-analysis can be done by several techniques (5-%). The simplest
kind of meta-analysis is the votc counting method, which consists of
compiling a frequency distribution of results by safety cffect. A vote
counl of the 142 resulis concerning the safety cffects of road light-
ing included in the present study shows that 115 results {81 percent)
indicate that safety has improved and 27 results (19 percent) indicate
that safety hus deteriorated. Since the inajority of results indicate that
safety hus improved, it is concluded that road lighting is likely to
improve safety in most cases.

TABLE { Yariables Included in Meta-Analysis

Variable Categories of the variable

Author Listed afphabetically

Year of publication 1945 through 1989

Couniry of grigin 11 different countries represented

Study design (1) 22 = before-and-after study with nighttime accidents on unlight-

ed road sections as comparison group

(2) 23 = before-and-after study with daytime accidents as compari-
01 group

{1y 2223 = before-and-after study with daytime accidents as com-
parison group and an additionai comparison group of unlighted road
sectiens

{4} 2331 = before-and-afler study with daylime accidents as cam-
parison group and data on tralfic volume by time of day before and
afler lighting

(5) 26 = case-control study where comparisons hetween cases and
controls are shratiffed according te one or more confounding
variables

(6) 27 = gase-contro} study where cases and control have been
matched according 1o one or more confounding variables

{7} 13 = simple case-contrel study; cases and controfs are compared
directly with no control for confounding varfables

Traffic environment

{1} Urk = urban; (2) Rur = rural; {3) Mwy = Motorway (freeway)

Type of accident (1) All = all accidents; (2} Ped = pedestrian accidents; (3) Veh =
accidents involving just vehicles; (4) Junc = accidents at junctions;
(5) See = accidents between junctions

Accident severity (1) D = Fatal accidents; (2) Psu = injury accidests, (3} Msu =
property-damage-only accidents (4) Afl = accidents of unspecified
severity; all accidents included

Number of accidents Recarded directly, in the following four categories: (1} NL =
nighttime, it road; (2) = NU = nighttime, unlit road; (3) DL = day-
time, lit road; {4) DU = daytime, unlit road

Effect of lighting Defined in 1erms of the adds ratio =

O = (NLANUDL/DU),
which may be equivalently expressed in terms of accident rates
{number of accidents per miltion vehicle kilemetres of travel)
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Acsimnple vole count is, however, not very informative. A reling-
ment of the vole counting method consists of grouping results
gecording to thelr statistical significance. Applied to the 142 results
congerning the sufety effects of road lighting, this version of the
vole counting method shows that 45 resulls indicated a stalistically
significunl salely improvement st Lhe 3 percent fevel of significance.
Ninety-seven resuits did not show any statsticaily sigaificant
changes in safety at this level of significance (5), This result illus-
trates the point raised by Haucr (/8 about the danger of relying on
tests of statistical significance along in swinmarizing the results of
scveral evaluations of a safety meusure. Evidence of safety effects
typically comes in smal! doses that arc not always statistically sig-
nificant. When a large number of studics are put together, however,
their combined evidence can be very strong indeed.

The basic idea in more sophisticated techniques of meta-analysis
is to comnbine statistically the evidence from several studies by com-
puting a weighted mean result. Weighting can be done by several
techniques, depending on the stasistical properties of the results that
are combined, In the present study Lthe log-odds method described
by Fleiss (5) wus used.

Once a4 method for combining the results of different studics
has becn choscn, it is possibic to study the cffccts of several vari-
abics on the coinbined result of casc studics. Docs, for exanple, the
combincd safety etfect of public lighting vary according to the
rcscarch design used in different studies? In meta-analysis this
question can be answered by defining a variable describing study
design (Table !}, combining evidence from all studies that use the
same design, and comparing the combined evidence from studies
that use different designs. In this paper the effects of severul vari-
ables on Lhe results of evaluation studies have been analyzed in this
maner.

IS THERE A GENERAL EFFECT OF PUBLIC
LIGHTING ON ROAD SAFETY?

Yincent (2) argués that it does not make sense to estimate a mean
sufety cffect of public lighting, because the locations studied have
not been sampled at random from a known sampling frame.
Besides, the safety effect of public lighting is likely to vary sub-
stantially from one case to another, dependiag, inter alia, on lumi-
nance levels, raffic environment, and predominan! type of accideni
at the location. [n meta-analysis three requirements must be fulfilled
for a weighted mean estimate of safety effect to make scnse: (a)
there should not be publication bias, {b) the assumption that ali
results belong to a distribution having a well-defined mean value
shouid be reasonably welt supported, and {c) all studies should use
comparable measures of safety eficet.

Testing for Publication Bias

The terin publication bids refers to the tendency not to publish
results that are unwanted or believed not to be useful, for example,
because they show an increase in accidenls or because they are not
statistically significant ().

Light and Pillemer (6) have developed a graphical technique of
testing for publication bius called the funne! graph method. Tt relies
on visuai inspection of a diagram in which cach study result is plol-
ted in a coordinate system. The horizontal axis shows each resuli,
The vertical axis shows the sample size on whielt each result is
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based. The ideu is that if there is no publication bias the scatter plot
of study reselts should resemhble the form of a tunnel turned upside
down. The dispersion of points in the diagram should narrow as
sumple size increases, since lurge sample sizes provide more pre-
cise estisnates of effects than small sample sizes, 1 the tails of the
scatter plot are symmetrical and the density of points is the same
in al} arcas of the diagram, this indicates that there is no publica-
lion bias.

Figures | to 4 show funne! graph diagrams of study resuits for
studies of the effects of public lighting on tatal accidents (Figure 1},
injury accidents (Figure 2}, property-damage-only accidents (Fig-
ure 3), and accidents of unspecified severity (Figure 4}. The latter
category presurnably includes accidents at all levels of severity. Sta-
tistical weight 15 used a8 a measure of sample size, The statistical
wcight of a result is proportional to the inverse of the variance of
that result, For example, for a result based on 45 (dark, betore). 25
{dark, after), 90 (day, befure) and 85 (day, afier) accidents, the sta-
tistical weightis 1/41/45 + 125 + 1/90 + {/83). Accidents of dif-
Terenl degrees ol severity were treated separately, becausce both
safety effects and sampie sizes are likely to dilfer across severity
levels.

Inspection of Figures | to 4 does not give any indication of a clear
publication bias. There is, however, a considerable amount of
spread in the results. This indicates that statistically aggregating the
resulls in terms of a weighted mean estimate of safety effect inay be
probicmatic.

Is There a True Mecan Safety Effect?

The shape of scatter plots in funnel graph diagrams indicates if it
makes sense to estimate 8 weighted mean safety effect. [f the fun-
nel graph is bimodal (has two humps) or muitimodai or if there is
no clcar pattern in the scatter plot, a weighted mean will not be very
informative, [t a funncl pattcrn is clearly visible, estimating a
weighted mean safety effect will be informative and will indicate
the size of the effect that studies tend to converge to as sample size
increases. In Figures | to 4 the funnel pattern is visibic and a
wcighted ean value of the safety effects of lighting has been esti-
mated,

In addition, Fleiss {5} describes 2 formal test of the homogeneity
of the rcsnlts. This test indicates that the resulis referring to fatal
accidents and property-damage-only accidents are homogeneous.
whereas there is a statistically significant heterogeneity in the
results referving to injury accidents and accidents of unspecified
severity. It was nevertheless decided to combine evidenee from the
various studies referring to injury accidents and accidents of
unspecified severity to cxplore soine of the sources of heterogene-
ity in the results.

Comparability of ¥easures of Effect

As pointed out earlier Iwo measures of safety effect have been used
in studies evaluating the safety effects of public lighting: changes
in the odds ratio based on the number of accidents and changes in
the odds ratio based on accident rates, In the funnel graph diagrams
these two measures of safety effect have been mixed, relying on the
assumption that neither the total amount of exposure nor its distri-
bution between daytime and nighttime is affected by road lighting.
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The validity of this assumplion can be lested by relying on
before-and-ufter studies in which both measures of salely ellect can
be estimaled and compared, This can he done inall before-and-after
studies in which exposure data are available for both the before and
after periods, The studics of Tamburri, et ad, (/1) Box (/2), Lipin-
ski and Wortman (/.3), Walker and Roberts (74, Jergensen (/13),
and Lamm et al, { /) atlow this kind ot comparison to be made, The
combined cstimate of the safcty effect of lighting, based on thesc
studics and measured by means of the number of accidents, is a 30
pereent reduction in the number of nighttime accidents (lower 95
pereent confidence limit, 21 percent reduction; upper limit, 38 per-
cent reduction). It the satety effect is measured by means of acci-
dent rates, the combined estimate is a 33 percent reduction in night-
time accident rate (fower 95 percent confidence limit, 25 percent
reduction; upper limil, 41 percen? reduction). These values are very
close to each other, it is concluded that changes in accident rates and
changes in accident frequency can he interpreled as equivalent mea-
sures of the changes to be expected in the number of accidents with
the introduction ot road lighting.

VALIDITY OF EVALUATEONS OF
PUBLIC LIGHTING

All of the evaluation studies included in this meta-anatysis are non-
experimentai. In this section, a number of threats to the validity of
these studics will be discussed, including

1. Regression to the mean,
2. Secular accident trends, und
3. Contextual confounding variables.

Regression to the Mean

The most common research design in evaluation studies concerning
the safety effects of public lighting is a before-and-after design, in
which nighttime accidents form the experimental group and day-
time accidents ace uscd us a comparison group. In this kind of
research design, regression to the mean (/7, 18) may jeopardize the
validity of the results. in particular, if road lighting is introduced
becanse of an abnormally high recorded number of accidents in the
before period, a subscquent decline in the number of accidents must
be expected cven if lighting has no effect.

The usc of daytime accidents as a comparison group in before-
and-after studies will take care of the regression-to-the mean effect,

L?

provided thal this eftect affects daytime accidents o the same extent
as nighttime accidents. This is not likely to be the case if roud light-
ing was introduced because an abnormally high proportion of all
accidents ocenred in darkness, [n that case one might expeet the
percent decline in nighttime accidents beeause of regression to the
mean to be greater than the corresponding percent decline in day-
time accidents, thus creating an appurent effect of road lighting.

On the other hand, 2 high percentage of nighttime accidents conid
indicate a real problem. In that case one would expect the true effect
of road lighting to be greater when the percentage of nighttime acci-
dents is high than wheo it is low. By juxiaposing the results of
before-und-after studies and case—control studies made ot locations
wilh various percentages of nightlime accidents, it is possible (o get
an indication of whether a greater eflect of roud lighting at locations
with a high percentage ol nighitime accidents reHects regression to
the mean or 4 genuine accident problem in the darkness.

[t the regression-to-the-mean hypothesis is correct, onc would
cxpeet the apparent clfect of lighting to vary according to the per-
centage of all accidents cceurring at night in before-and-after stud-
ics but not in casc—conirol studies. If the real-darkness-problem
hypothesis is correct, one would expect the effect of road lighting
to vary according 1o the percentage of all accidents oceurring at
night in both before-and-after and case—control studies.

Table 2 presents data Lhat are relevanl [or the two hypotheses,
Study locations have been grouped according to the percentage of
alt accidents occurring at night (in the before period in betorc-and-
after studies). In bolh before-and-after studics and casc—control
stuclics the effcet of road lighting on the numiber of nighttime acci-
dents is found to be greater at locations where more than 50 percent
of all accidents occur at night thar at locations where fewer than 50
percent of all accidents occur at night. This result weokens the
regression-to-the-mean hypothesis and strengthens the reai-dack-
ness-problem hypothesis. However, the validity of the assumplions
niderlying the comparison cannot he Iested directly, Hence, the
comparison i3 just an indication, not a stringent test,

Secular Aecident Trends

Owver time the percentage of all accidents occurring at night may
change. Changes in traffic distribution by hour of the day, improved
vehicle headlights, and changes in the driver popnlation are some
of the factors that could generate such changes, in before-and-after
studies with just one before period and jnst one after period and no
comparison group consisting of lacalions where road lighting was

TABLE 2 Resulis of Defore-and-After Studies and Case—Control Studies by
Propnrtion of Nighttime Accidents: Weighted Mean Effect of Public Lighiing on

Nighttime Accidents
Per cent change in nighttime accidents
Percentage | Proporiion
of accidents | of statistical Best
Study design at night weights | Lower 35% | estimate | Upper 5%
Before-and-afier designs > 50% 0.089 -28 -35 -41
(cftable 1) 33-50% 0328 -17 =21 -25
<33% 0.231 -7 -22 <16
Case-controf designs > 50% 0071 =24 -2 -39
{cftable 1} 33-50% 0.136 -7 -15 21
<33% 0.147 -14 -2] -7
All designs All 1.060 -20 -23 23




lig

FRANSPOURTATION RESEARCH RECORD 1485

TABLE 3 Weighted Vean ElTect of Public Lighting on Nighttime Accidents

According to Potentiak Confounding Variables

Per cent change in nighttime accidents
Proportion
of statistical Best
Variable Category weights | Lower 95% | estimate  § Upper 95%
Accident severity  {(1) Fatal 0.008 -52 -65 -713
{2} Injury 0.387 -26 =29 -32
(3yPDO 0.381 =13 -17 =21
(4) Unspecified 224 -13 -13 -23
Study design {A} Fatal accs
{cftable 1 for {2) Design 23 0,798 -48 -61 -74
fuller description} }(3) Design 2223 0.161 -40 <73 -88
{5) Design 26 0.441 +95 -59 -91
(B} Injury aces
(1) Design 22 0.036 -5 -26 -32
{2) Design 23 0.526 -25 -30 -34
{3) Design 2223 0.080 «16 -29 -3¢
(4) Design 2331 0,007 =32 60 -T7
{5) Design 26 0,154 -17 -26 -35
{6) Design 27 G.044 -24 <15 51
{7} Design 33 0.153 =13 -25 =34
{C) PDO accs
(2) Design 23 0.368 -11 -6 -20
(4) Design 2331 G.008 +35 -19 -51
{5} Besign 26 6.038 +& .15 -33
(7) Design 33 0.086 -17 30 -40
{D} Unspec aces
{2) Design 23 0.624 =25 -50 -66
(4) Design 2331 0.217 -18 .29 37
(5} Design 26 0.593 -1 -3 -15
(6) Design 27 0.166 =17 -8 -18
Decade of publi-  [{{) 19405 0.125 -3 15 -22
cation {2) 1$50s 0.G52 =21 -30 -39
{3) 1960s 0.174 -14 -19 =25
(43 19705 6.523 -19 =22 26
(5) 19805 0.126 =25 -31 -37
Country {1} Australia 0.198 -14 -19 -25
{2) Denmark G.024 -G -7 =31
(3) Finiand G015 -1 =22 -38
{4} France 0.0t7 24 .39 -5
(5) Germany 0.010 +1 -4 -43
(&) Great Britain 0.123 .27 +32 -38
{7) Israel 6.003 -3 -4 -68
{8) Japan 1005 32 -56 -1
(9} Sweden 0.063 -4 -24 =32
{10) Switzerland 0.013 +) -2 -38
{11} United Statcs 0.527 -17 20 -13
Traffic environ- (1) Urban 0.592 -1% -22 25
ment (2} Rural 4,117 <19 =26 -32
(3) Motorways 0.290 -2 -23 -25
Type of accident  |{1) Not stated 0.478 -18 21 24
{2) Pedestrian 045 45 -52 -58
(3} Vehicles only 0312 -13 -17 -2
(4} Junctions 0.125 -24 30 -36
{5) Midbltocks 0.040 -0 -14 -25
All All 1.060 -2Q <23 -25
Note: The statistical weights sum to 1,900 for each variable {each severity level for the
variable study design)

ot introduced, the possibifity that secular accident tends are con-
founded with the effects of road lighting cannot be rufed out. How-
ever, in afl other research designs that have been used in evaluations
of the safety effect of public lighting, this particular source of error
can be mled out,

Table 3 compares the resuits of evaluations that have relied on
different research designs. With a few exceptions the weighted
mean safety effect of lighting is virtually identical in all research
designs. It is thercfore highly unlikely that the results of before-and-

after studies with only daytime accidents as a comparison group
could be explained in terms of secular accident trends alone, The
study results that were included in the analysis are listed in Table 4.

Contextual Confounding Variables

To what extent do variables related o study context affect the
results of evaluations of the safety effects of public lighting? Table
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TABLE 4 Data from 37 Studies of Safety Effects of Public Lighting

119

£ Type of |Accident HTght Night Day Day
Siwdy § Yewr | Countey |Deaign| meat | ascident | sevesity beforoiwithout | afterwith | beforciwithant | afterwith | EMect
i 1M8 usa k] Uth All Du 3 1 3 i 0.500
Fal Urb Al Pan 43 14 17 51 0,611
I b Al Min 1 20 3N Jas 0,883
I Urb Al (1] 17 b ] L] 0,430
13 ik Al Piu no 13 1712 15 G727
n Urb All i [.ri] &y (103 [£20)] 0,531
] Urb All D ] 4 3 i 0,750
3 b Ali 2 ] 23 5l 15 59 0473
3 b Al Bl 313 hli 47 572 0,857
3 U All Piu 57 £6 L] " 1,037
3 ki All Psu 173 ] i1 9 0,60
3 Urh Al Fiu 43 1 45 23 B
1 kirk Al (3] T2 i) bl 36 2333
| 195s [ri:] pa Wb Ped D 3 1 ] 4 4042
pra Urh Ped [£1'] 3 19 13 H 1.630
n [H)] Kit Du L] 1 B 3 £,313
n Uk Kjt Psu 120 L 83 330 4,700
(i3 | 1958 CH n Ut AR 2111 o ] i59 Fal 0.63%
(22 | 1958 Ga n Ury Ped i L] 13 ] 5 [} [} 7
n Ut Pad Piu [EL) 83 1i4 313 43
I Uk Kit e 1] 13 9 il L] 1,269
) Utk Ri Psu FAY] 353 ki 1084 03143
23 | 1960 USA 6 My Al Al 52 158 K i (> 18
24 | 1961 USA 26 bwy Al P 3 1 13 T ) 4361
P Mwr At All b3 6% 42 L0 0,500
123 | 962 Gep n Muy Al Psu i 1 13 1w 0,599
it Mwy Al Piu 41 1 H 2 0,236
{26} | 1941 15A 26 Mwy Adt Atl 184 1864 [¥r 97 6,943
26 Mwr All Al Lull Eod 314 wr 1.i20
{27 | 1945 5 13 Ut Al b3 1] 14 11 41 49 0,352
11 Utk Al Msu 4 52 L] 45 1093
23 Rur All Pau s 13 15 42 1,541
21 R All Miu b1l 0 35 26 0,732
r2d | 1966 GB pil Urle Ped P 1 o5 I t b7
n Ut kit Pyu H ] 5 $ | 1,800
3 Rur AR Piu 43 b L) % 0.5k
b1 Wlwy Al Piu B2 34 (kL 132 8404
29 | 6 USA 13 My All Py 588 e 547 930 L X3
13 Mwy Afl Mizu 195 6 434 am 9.628
iy | 1oss UsA 34 Urh Junc Alt 2] k1) i 19 0,30
pxil] {ch Tunc Al 25 1" Ll 4 1396
2231 kb Junc Al 1 13 H 14 1317
pakl) ihth Tunc Al k) 1% 12 1z 355
pakll ihth June Al 1 5 7 & DASS

* Humber of nighttime accidents on unlit rozds before and after.

{continued on next page)

3 presents resulis that shed light on this question for the variables
{a) delinition of accident severity, (b) study design, (c) decade of
publication of study, {d) country where the study was performed, {¢)
traffic environment where the study was performed, {f} type of acei-
deni studicd.

The effects of road lighting vary significantly with respect to
accident severity. Nighttime Faial accidents are reduced by about 65
percent, nighttime iujury accidents are reduced by ubout 30 percent,
and nighttime property-damage-only accidents are reduced by
about 15 percent. This means that studies that do not specify the
severity of accidents are less informative than studies that specify
accident severity. The observed weighted mean safety effect in
studies of accidents of unspecilicd severity is an 18 percent reduc-
tion in nighttime accidents. This indicates that most of the accidents
probabty were property-damage-only accidents.

These results hoid when controling for study design. In general,
stucly design appears to have a minor effect on study rcsults. As
argued earlier the robustness of the resufts with respect to study
design indicates that the resuits are valid and not just the product of
various confounding tactors that are left uncontrofled by the vari-
ous research designs. Different research designs take different con-
founding factors into account. Therefore, agrecment of results

across rescarch designs indicates that unconirolled confounding
factors are not major sources of variation in the resuits of different
studies.

The oldest study included was reported in 1948; the most recent
was reported in 1989, Studies performed in different decades have
yielded similar resufts. There is no indication that the safcty effects
of road lighting have diminished over time. Eleven different coun-
trics are represented iu this analysis. Studies performed in different
eountries have also yielded similar results. It should be noted, how-
evcr, thut most studies have been performed in the United States,
Great Britain, and Australia. Studies performed in other countries
have been an a smaller scale, as indicaied by their contribution to
the statistical weights.

Three types of traffic enviromnent have been identified: urban,
tural, and freeways. The resulls of evaluation studics are the same
for ail three environments, This holds when conurolling for aceident
severity. With respect to type of accideni, studies can be divided
ino three groups. The hrst and largest proup consists of studies that
do not specify the types of accident studied. A second group con-
sists of studies in which a distinction is made between pedestrian
accidents and other accidents. A third group consists of studies in
which a distinction is made between accidents at junctions (inter-
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n Urb Alt Dy 40 18 43 .~ 0,409
n (1] All Psu 18 3 32 3 0756
3 el All All 15 k) &2 w §.699
(3 | 1571 DK ikl Urk Ped Psu 0 it 5 ) 1.M7
| un LsA pakll Urh All Psu 23 L] is 17 084
paill Ly All P 52 xn 3 0 388
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6 Jewy AlE Al Pl 12 423 192 412
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ekl Mwy All Fu L T3 186 173 .74
(14} | 1972 AlLS bi] b Ped Psu 31 11 37 13 03n

* Number of nighitime aceidents on unlit roads befora ang atter.

{contimied on next page)

sections) and accidents at road sections (midblack accidents), On
the basis of thesc classifications, road lighting appears to have a
greater effect on pedestrian accidents than on other types of acci-
dents and a greater effect at junctions than at other locations,

The general impression is that the contextual variables have a
rather sinall impact on the resuits of evaluation studies. It s partic-
ularly reassuring that results are robust with respect to study design,
Study decade, the country where the study was performed, and 1ype
of traffic envitonment hardly affcct stirdy resulis, On the other hand,
accident severity and type of accident scein to be of some impor-
tance for study results. These variables are not directly refated to
study design. However, any good study should specify clearly the
severity of the accidents that are studied and indicate cleariy the
types of accidents that are studied.

DISCUSSION OF RESULTS

The analysis presented here shows that the results of studies that
hitve evaluated the effects of public lightin g on road safety are quite
robust with respect to a number of potentially confounding vari-
ables, These results cannot be dismissed as merely showing the

vagaries of paor data, inadequate research design, or peculiarities of
the locations that have been investigated. There is little to support
the misgivings voiced by Vincent (2) with respect to these and
related points.

On the other hand, the present analysis did not cansider every
conceivable source of emrar in previous studics. In particular, errors
that may arisc from an inappropriate choice of COMPparison graups
in case—control studies or from the use of an inappropriate slatisti-
cal technique in analyzing data were not considered. Most studies
provide lew details concering the sampling of cases and controls,
It is therefore difficuit to know whether biased samplin g is found
and how it may have affected evaluation results. As far us statisti-
cal technigues for data analysis are concerned, most studies have
relied on quite simpie 1echniques, like estimating an odds ratio and
testing it for statisticul significunce. More advanced muttivariate
analyses, in which the choice of statistical techniques is more
imporiant, are not found in this area.

The effect of public lighting on roud safety was found to vary
with respect to accident severity and type of accident. There are no
doubt a large number of other variables with respect to which the
effects of public lighting might be expected to vary. It would, for
exampie, be of interest to kuow whether lighting satisfying current
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* Number of nighttime zccidents on valit reads before and afier.

warrants is more effective than lighiing not satisfying current war-
rants. However, few studies provide inforimation concerning this.
The availability of data limits the topics that can be included in a
meta-analysis.

CONCLUSIONS

The following conclusions summarize the results of the research
reported in this paper. :

1. A mela-analysis of 37 evaiuation studies of the safety effect
of puhlic lighting contzining 142 results has been performed. The
log-odids method was applied.

2. The presence of publication bias was tested. No evidence of
publication bias was found.

3. Changes in accident rate were found to predict accurately
changes in the number of accidents associated with the introduclion
of public lighting. These 1wo measures of safety effect were there-
fore treated as equivalent in the meta-analysis.
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4. The validity of research results was tested with respect to (a)
regression to the meun; (h) secular aceident trends: and (¢) coniex-
tual confounding variables. including dehinition of accident sever-
ity, study design, decade of publication, country where the study
was performed type of traffic environment, and type of accident
studied. Tt was concluded that regression to the mean and secular
accident trends are unlikely 1o have affected the results of evalua-
lion studies materially. As far as confounding variables are con-
cerned, accident severity and type of accideat studied were found to
atfect study resulis. The other confounding variables did not affect
study resolis.

5. The best current estimate of the safety effects of road lighting
in rounded values is a 65 percent reduction in nighttime futal acei-
dents, a 30 percent reduction in nightlime injury accidents, and a 15
percent reduiction in nighitime property-damage-oniy aceidents.
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Abstract—Studies evaluating the effects of traffic safety measures are often done for the purpose of predicting
the effccts of luture applications of the measures. The predictive value of evaluation studies is unknown. Some
general arguments for and against attributing a general predictive value Lo the results of cvaluation studies are
discussed. Predictability is shown to depend on many fuctors. Meta-unalyses of evidence [rom evaluation studies
can be used as a basis for testing the predictive performance of such studies. The predictive performance of
studics that have evaluated the salety eflects of road lighting and traffic separation is tested. Predictive
perfotmance is found to depend mainly on whether the results of evaluation studics are stable over time or
exhibit a trend. In the latter case, predictions based on evidence accumulated before the trend became apparent
can be very erroneous. It is shown that increasing the amount of evidence that predictions are based on does
not necessarily make the predictions more accurate. More research does not always improve predictive

performance, Copyright © 1996 Elsevier Science Lid

Keywords-—Safety measure, Evaluation, Prediction, Meta-analysis, Testing

INTRODUCTION

Evaluations of the effects of traffic safety measures
and syntheses of such evaluations are normally
intended for use in predicting the effects of future
applications of the measures. In fact, were it not for
the possible use of the resuits of evaluation studies
for prediction, there would not be much paint in
doing such studies. Although it is always nice to
know history, road safety research is an applied field,
where knowledge is produced mainly for its presumed
practical usefulness. It is therefore somewhat surpris-
ing to find that the performance of evaluation studies
in predicting the safety effects of traffic safety measures
has never been tested. Such tests are, admittedly,
difficult. Evaluations of the effects of traffic safety
measures are not done on a routine basis; nowhere is
the use of the results of evaluation studies for predic-
tion of safety eflects monitored systematically; safety
measures may undergo technicai innovations over
time and accident reporting is incomplete and may
change over time. These are just a few of the problems
lacing anyone who wants to test the predictive perfor-
mance of evaluation studies.

This paper presents an at!empt to test the pre-
dictability of the effects of two widely unsed traffic
safety measures on safety: road lighting and traffic
separation, It just scratches the surface of a vastly
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complex problem and is nothing more than a first
attempt to test the performance of evaluation studies
in predicting safety eflects. Before presenting the
evidence, some general arguments for and against
attributing predictive value to the results of studies -
that have evaluated the safety eflects of measures will
be discussed.

THE PREDICTIVE YALUE OF
EVALUATION STUDIES: GENERAL
DISCUSSION

Docs more and better evaluation research
improve the ability to predict safety effects of future
applications of the measures that have been eval-
uatcd? Intuition suggesis that the answer to this
question is yes; surely, improving knowledge shouid
improve the ability to predict the effects of safety
measures. However, a closer consideration of some
arguments for and against attributing predictability
to the results of evaluation stndies suggests that
matters are more complex.

Some arguments supporting the idea that the
resulis of evaluation studies have predictive value,
and parlicularly the idea that more and better evalua-
tion research leads to improved prediction, include:

P1: Predictability improves as estimates of safety
eflects become more precise; more research
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leads to more precise estimates of safety
effects.

P2: Predictability is related to explicability; more
and better research leads to better expiana-
tions of previous research findings.

P3: The development over time of motorization
rate, accident rate and the number of acci-
dents in the highly motorized countries is
strikingly similar, sugpesting that the major
factors affecting safety, including traffic
safety measures, have similar effects
everywhere.

P4: Many traffic safety measures are highly stan-
dardized with respeet to both design and
implementation. This is particularly true of
vehicle safety measures, like seat belis oz
headlights, and also to a large extent traffic
control measures, like traffic signals.

P5:. Many traffic safety measures influence risk
factors whose effects on accident occurrence
are likely to be quite universal, like driving
speed, driver age, visibility (espccially at
night), and the influence of alcohol. Their
effects arc therefore likely to be simifar
everywhere.

The validity of these arguments must be detcrmined
by means of empirical research. Some arguments
against expecting evaluation studies to have predictive
value include:

Cl: Evaluation research is atheoretical. When
an iron rod is heated to a certain temper-
ature, it will expand. The amount of expan-
sion can be measutcd quite precisely. If the
experiment is repeated with the same iron
rod under identical conditions, the results
wilf be identical to within a small measuring
error. Similar predictions hased on con-
trolled experiments cannot be made with
respect to road safety evaluation studies.
Road accidents are the result of an incom-
pletely understood stochastic process and
very few results can be ruled out on theeret:-
cal grounds.

C2: Evaluation studies are not done on a routine
basis or according to a standardized sam-
piing plan, The extent to which reported
resufts are representative ol the conditions
characterizing future applications of a cer-
tain measure is often unknown.

C3: Evaluation studies that are published may
be a biased sample of those that are made.
In particular, studies showing no effect or
an increase in the number of accidents may

end up in file drawers more often than
studies showing accident reductions.

C4: Most  evaluation  studies  are  non-
experimental and rely on official accident
data known to be incompletely reported,
Unreliabic data and Aawed research designs
make the results of such studies highly unre-
liable. The fact that the rcsearch designs
etnploycd in evaluation studics tend to
change over time compounds this difficulty.

C5: Evidence from evaluation studies is often
conflicting. It is not always possible to iden-
tify any subset of the evidence as more valid
and reliable than other subsets or find good
explanations of the conflicting results,

C6: Safety measures may undergo technical
innovations or changes over time that invali-
date the results of evaluation studies. Road
uscr hehavioural adaptation to safety mea-
sures may also change over time,

C7: The eflectiveness of safety mcasures is likely
to tend to be reduced in accordance with
the law of diminishing marginal returns. {n
particular, highway design and traffic con-
trol measurcs are likely to be carried out at
the worst blackspots before they are intro-
duced at other Jocations. Results of evalua-
tion studies referring to blackspots do not
necessarily apply to other locations.

C#8: The traffic system changes over time. The
vehicle fleet, the population of drivers, the
road network, etc are not the same today as
twenty years ago. In the meantime, a broad
range of safety measures has been intro-
duced. It cannot be taken for granted that
the effect of a certain safety measure is the
same today as it was in the past.

Again, the validity of these arguments is an
empirical question, The lists ol arguments for and
against attaching predictive value to the results of
evaluation studies show that predictability is affected
by a large number of factors. The lists of arguments
are by no means exhaustive. The present study cannot
test the validity of all the arguments, but wiil concen-
trate on just a few of them.

TESTING THE PREDICTIVE VALUE OF
EVALUATION STUDIES: DATA AND
RESEARCH APPROACH

Test cases

In order to test the predictive value of the resulis
of evaluation studies, studies of two safety measures
are used as cases. The two cases are road lighting
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and traffic separation. A meta-analysis of evaluation
studies concerning the effects of public road lighting
on number of accidents has been reported previously
{Elvik 1995a). The analysis presented here is based
on that analysis. A list of the studies included in the
meta-analysis is available upon request.

Traffic scparation consists of physical measures
intended to separate pedestrians and/or cyclists from
motor vehicles. Three types of solutions have been
included in this study: {1} sidewalks, separated from
motor vehicles by means of kerbstone and intended
for use by pedestrians and cyclists travelling in both
directions, (2) cycle paths, intended for cyclists onily,
separated from motor vehicles by meuns of a dividing
area (usually a 3 m wide grass covered arca with
V-profile) or kcrbstone and separated [rom side-
walks by means of kerbstone or road markings,
(3) pedestrian and cyclist tracks, separated from
motor vehicies by means of a dividing area, supple-
mented with guardrails at locations where the dividing
areda is Narrow.

A meta-analysis of evidence from 26 evaluation
studies containing a total of 151 results concerning
traffic separation was made (Elvik, 1995b). Reference
to the studies included in this meta-anatysis is avail-
able upon request. A detailed presentation of the
results of this meta-anatysis is beyond the scope of
this paper.

Accumulation of evidence from evaluation studies

Approach to testing predictive vufue

Figure | shows the approach adopted to test the
predictive vaiue of the evaluation studies concerning
road lighting and traffic separation.

Studies were arranged in chronological order
and the evidence of each study quantificd in {erms of
the statistical weight contributed by it. For each
result, the statistical weight is proportional to the
inverse of the variance of that result. For example, a
resuit from a before-and-alter study based on 145
accidents before and 97 accidents after has a statistical
weight of 1/(1/145+41/97). For further details, see
Fleiss (1981) and Elvik {1995c). A moving sum of
statistical weights was formed. The hArst stage of
analysis was to partition the evidence from ali evalua-
tion studies into quintiles (shares of 20% each), based
on statistical weighis.

A weighted mean salety elfect was estimated on
the basis of the first 20% of the evidence from evalua-
tion studies. This estimate was then treated as a
prediction of the effect estimated on the basis of the
next 20% of the evidence (stage 2 in Fig. 1). Predicted
and actuat values were compared. This process was
repeated, using the first 40%, the first 60% and the
first 80% of the evidence from evaluation studies to
predict results estimated from, respectively, the third,
fourth and fifth 20% of the evidence. At each stage the
predicted values were compared to the actual values.

Stage 1: Evidence is partitioned into quintiles

N/

T

0% || 20% ||

20% || 0% |

Stage 2: Use first 20% to predict second 20%
First 20% to predict Second 20%

Stage 3: Use first 40% to predict third 20%

| First 40% | topredict

Stage 4: Use first 60% to predict fourth 20%

| First 60%

Stape b: Use first 80% to predict fifth 20%

I to predict

Third 20%

Fourth 20%

] First 80%

J to predict

Fig. 1. Design of the test for the predictive performance of road safety evaluation studies.
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Measures of predictive performance

The predictive performance of evaluation studies
was measured in two ways. First, by comparing the
95% confidence interval of the predicted values {the
weighted mean safety effects estimated on the basis
of the first 20, 40, 60 or 80% of evidence) to the 95%
confidence interval of the actual values (the weighted
mean safety effects estimated on the basis of the
second, third, fourth and fifth 20% of ¢vidence). i the
smaller confidence interval is entirely contained
within the larger, the prediction is classified as a
“perfect hit”. If the confidence intervals overiap partly,
the prediction is classified as “partly a hit, partly a
miss”. If the confidence intervals do not overlap at
all, the prediction is classitied as a “complete miss”.

The second measure of predictive performance is
the weighted mean percent prediction error. For each
estimate of safety effect, the accuracy of prediction is
described by means of the foliowing measure:

Actual safety effect
Predicted safety effect

Accuracy of prediction=

where both the actual and the predicted safety effect
is measured in terms of the relative change in the
number of accidents. A vajue of, for exampie, 0.85
indicates a 15% reduction in the number of accidents.
The value of the accuracy measure is 1.0 if the
prediction is perfectly correct, fess than 1.0 if the
actual safety effect is more beneficial (ie. greater
accident reduction or smaller increase} than the pre-
dicted effect and greater than 1.0 if the actual safety
effect is less beneficial (i.e. greater increase or smaller
reduction) than the predicted effect. A value of, for
example, 1.05 indicates a prediction error of 5%. The
prediction error estimated for each result was
weighted by means of the statistical weight of each
result and a weighted mean prediction error estimated
by means of the following formula:

Weighted error=

exp [ Y. Inactual,/predicted;} weight;/ Y waight{:|

i=i i=1

where actual; denotes the actual salety effect of resuit
i, predicted; the predicted salety eflect, weight; the
statistical weight of resuit #, In the natural logarithm
and exp the exponential function. This definition of
the weighted mean prediction error is strictly ana-
iogous to the definition of the weighted mean safety
effect according to the log odds method of meta-
analysis {Fleiss, 1981).

E. ELviK

THE PREDICTIVE VALUE OF
EVALUATION STUDIES: ROAD
LIGHTING*

A previous meta-analysis (Eivik 1995a) indicated
that the results of studies that have evaluated the
effects of public road lighting on the number of
nighttime accidents are very robust with respect to
study design, decade of publication and country where
the study was made. The safety effects of road lighting
appear to be very stable over time. The possible
presence of pubfication bias was tested by means of
the funnel graph method {Light and Pillemer 1984).
This method relies on visual inspection of resuits
plotted in a coordinate system. The abscissa shows
the refative change in the number of accidents accord-
ing to each result. The ordinatc shows the statistical
weight of each result. The idea is that if there is no
publication bias, the scatter plot of results should
resemble the form of a funnel turned upside down.
The dispersion of the data poinis shonld narrow as
sample size (statistical weight} increases, since large
samples give more precise estimates of effects than
small samples. If the tails of the scatter plot are
symmetrical and the density of data points nearly the
same in all areas of the diagram, this indicates that
there is no publication bias. No evidence of publica-
tion bias was found for road lighting. The effects of
public lighting were found to vary according to
accident severity.

Table I presents the results of a test of the
predictive performance of studies that have evaluated
the safety effects of public lighting. Twelve tests are
contained in the table. In terms of the classification
explained above, three predictions were perfect hits,
eight were partly hits, partly misses and one was a
complete miss. The degree of overlap between the
confidence intervals for the partly correct predictions
was, in general, quite extensive.

The results of evaluation studies display a
remarkable stability over time for fatal and injury
accidents. For property-damage-only accidents there
is evidence that the effects of road lighting have
increased over time. The reasons for this are unknown.
Improved quality of lighting is one possible reason.
Also, the reporting of property-damage-only accidents
is likely 10 be less complete and more unreliable than
the reporting of fatal and injury accidents and may

 have dechned over time.

The accuracy of predictions is shown in Table 2.
The weighted mean prediction errot is, in most cases,
less than 10%, which must be regarded as quite small.

*A list of the studies referred to in the meta-analyses of road
lighting and traffic separation used in this paper is available from
the author upon raquest,
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" Table 1, Predicted effects of road lighting on the number of accidents {n darkness by quintiles. Upper and lower 93% confidence fimits

Porcent change in the oumber ol accidents in darkness

Predicted values

Actual values

Prediction Prediction Lower Best Upper Lower Dest Upper
based on referring to 95% estimate 95% 95% cstimale 95%
All acciderits
First 20% Second 20% —24 —19 ~13 -27 -22 —16
First 40% Third 20% —24 —-20 —1é —28 -23 ~ 18
First 60% Fourth 20% -4 —24 —18 -24 —19 —14
First 80% Fifth 20% —25 -23 —-20 —-37 -32 —27
Fatal and injury aceidents
First 20% Second 20% —37 —30 —23 -35 —28 -20
First 40% Third 20% —34 -29 —24 -39 -32 —24
First 60% Fourth 20% -34 -30 —26 —31 —-24 —1i5
First 80% Filth 20% -32 —~28 —~23 —4i —34 -27
Properiy-damage-only aceidents
First 20% Second 20% —1i6 -9 -1 —24 —18 —12
First 40% Third 20% —19 —14 -9 —-26 —20 —~12
First 60% Fourth 20% -20 -~ 16 —12 —25 - 19 —-12
First 80% Fifth 20% —20 —-17 ~13 —34 —27 —18
Table 2, Mean percent prediction error for predicted effects of road lighting on the number of accidents in darkness
Prediction Prediction Weighied mean percentage Direction of
Accident severity based on referring to prediction error prediction error
All accidents First 20% Second 20% 40% Effect underpredicted
First 40% Third 20% 4.1% Effect underpredicted
First 60% Fourth 20% 2.1% Effect overpredicted
First 80% Fillth 20% 14.1% Effect underpredicted
Fatal and injury First 20% Second 20% 3.8% Effect overpredicted
First 40% Third 20% 6.6% Effect underpredicted
fFirst 60% Fourth 20% 94% Eficet overpredicied
First 30% Fifth 20% 1.3% Effect underpredicted
Property-damage-only First 20% Second 20% 7.6% Effect underpredicted
First 40% Third 20% 8.5% Effect uuderpredicted
Fimst 60% Fourth 20% 1.6% Effect underpredicted
First k0% Filth 20% 11.9% Efect underpredicted

The effect of road lighting on property-damage-onty
accidents is consistently underpredicted (ie. actual
effects were greater than the predicted effects). For
fatal and injury accidents, prediction errors are not
consistently in one direction.

The mean percent prediction error does not
decline as the amount of evidence the predictions are
based on, increases. Predictions based on 80% of the
evidence are not more accurate than predictions based
on 20% of the evidence, At first glance, these results
may appear somewhat counter intuitive. After all, the
estimates of mean safety effect become more precise
as the amount of evidence (ithe number of studies and
their statistical weights) increases.

It is, however, a logical fallacy to think that
predictions based on a highly precise estimate of an
effect will necessarily be more precise than predictions
based on a less precise estimate of an effect. This can
perhaps be seen by comparing, Figures 2 and 3.
Figure 2 shows the weighted mean safety effect of

road lighting on all accidents, The thick line shows
the best estimate of the weighted mean safety effect,
and the dashed lines are the upper and lower 95%
conlidence limits of the weighted mean safety effect,

It is readily seen that the weighted mean safety
eflect stabilizes quite quickly and remains remarkably
stable when the cumulative statistical weights have
reached about £500. The confidence interval narrows
just as quickly and is very smali beyond a cumulative
statistical weight of about 2500.

Figure 3 shows each of the 142 estimates of the
safety effects of road lighting, arranged in chrono-
logical order. The distance between data points along
the abscissa shows the statistical weight of each result.
The statistical weights are seen to vary substantially,
from a minimum of less than 10 to a maximum of
about 650 {for the data point located at about 3300
on the horizontai scale).

There is large variation in the individual results,
ranging from an outlier showing more than a 4-fold
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Mean change in number of accidents in darkness

Fig.

Change in number of accidents in darkness
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increase in the number of accidents to a few data
points indicating a reduction in the number of acci-
dents of more than 90%. Most of this variation is
atiributable to random variation in the number of
accidents (Elvik 1995a). The variation in individual
results {s quite stable over time. The mean prediction
error depends on the amount of variation in the
individual estimates of safety effects around the pre-
dicted mean safety effect, not on the precision of the
estiinate of the mean effect itself. There is no reason
to belicve that the variability of individual estimates
has become smaller over time. Such a tendency would
be expected only if each new estimate was based on
a larger accident sample than the previous estimates.
This does not appear to be the case for road lighting,
Evidence of safety effect comes in smalt doses and the
doses have not become farger over time.

THE PREDICTIVE VALUE OF
EVALUATION STUDIES: TRAFFIC
SEPARATION

Tabie 3 shows the performance of evaluation
studies in predicting the safety effects of traflic separa-
tion, based on a meta-analysis reported elsewhere
(Etvik, 1995b}. A distinction has been made between
accidents invelving pedestrians or cyclists, which are

generally taken as the target accidents for traffic
separation, and accidents involving motor vehicles
exclusively, which are generally presumed not to be
affected by traffic separation.

The predictions for accidents involving pedestri-
ans or cyclists are secn to be rather poor. There are
two complete misses, one partly correct prediction
and one perfect hit. For accidents involving motor
vehicles exclusively, there are three partly correct
predictions and one complete miss. Table 4 shows the
mean percentage prediction errors.

For accidents involving pedestrians or cyclists,
the first two predictions {based on the first 20% and
first 40% of evidence) were erroneous by a margin of
20-30%. Subsequent predictions were more accurate,
as the weight of evidence from studies showing no
effect of traffic separation was incorporated into the
basis for the predictions. There is a clear tendency
towards more accurate predictions as the amount of
evidence predictions were based on, increases. A
similar tendency is found for predictions of effects on
the number of accidents involving motor vehicles
exclusively,

It would be interesting to know why the effect
of traffic separation on accidents involving pedestrians
and cyclists has diminished over time. There are at
least two possible explanations for this tendency, one

Table 3. Predicted eficets of traffic separation on the number of accidents by quintiles, Upper and lower 95% confidence limits

Percent change in the pumber of injury accidents

Predicted values

Actual values

Prediction Prediction Lowes Best Upper Lower Best Upper
based on referring to 95% estimate 95% 05% estimats 95%
Pedestrian and cycle accidents
First 20% Sccond 20% —31 —125 —18 —15 -8 +1
First 40% Third 20% -22 —17 —11 +1 +t0 +21
First 60% Fourth 20% -13 —8 —4 -1 —4 +5
First 80% Fiflh 20% —10 —6 -2 —14 —5 +4
Aceidents involving motor vehicles exclusively
First 20% Second 20% —7 +i +9 —17 -0 -3
First 40% Third 20% —~10 -5 +0 +3 +10 +18
First 60% Fourth 20% —4 +1 +5 —-11 —4 +3
First 80% Fitth 20% —4 —1i +3 —14 -7 —0
Table 4. Mean percent prediction error for predicted effects of traffic separation ou the nnmber of accidents
Prediction Prediction Weighted mean percentage Dizection of
Accident severity based on referrng to prediction error prediction error
Pedestriap and cycle Fitst 20% Second 20% 22.1% Effcct overpredicted
accidents First 40% Third 20% 321% Effect overpredicted
First 60% Fourth 20% 5.4% Effect overpredicted
First 80% Fifth 20% 0.9% Effect overpredicted
Maotor vehicle First 20% Second 20% 10.7% Effect nnderpredicted
accidents First 40% Third 20% 16.1% Effect overpredicted
First 60% Fourth 20% 49% Effect underpredicted
First 80% Fifth 20% 5.4% Effect underpeedicted
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methodological, the other substantive. The method-
ological explanation suggests that the quality of eval-
uation studies has improved over time, and that
studies employing a superior design tend to find
smaller effects of the safety measure than inferior
studies do. This has been referred to as the “Iron
Law” of evaluation studies { Rossi and Freeman 1985).
For example, recent before-and-after studies take
account of the regression-to-the-mean effect and of
secular accident trends, whereas older studies did not
take account of these confounding factors. The sub-
stantive explanation suggests that the true safety eflect
of traffic separation has become smaller over time,
due, for example, to increased driving speeds (among
cyclists as well as motorists} or a declining use of
the facilities caused, for example, by inadequate
maintenance.

There is no direct way of testing these explana-
tions; the required data are not available. An indirect
test is attempted in Table 5, where the weighted mean
effects on the number of accidents involving pedestri-
ans and cyclists is shown by type of solution and
study design. The idea is that, if thc substantive
explanation is true, one would find u declining safety
effect over time, going from the first to fifth quintile,
when controlling for type of solution and study design.

Table 5 clearly shows the difficulties of such a
test. The various study designs have not been used
regularly. None of them are represented in ail five
quintiles of the data set. Besides, this detailed parti-
tioning of the data greatly reduces the sample size of
each data point and thus enlarges the contribution of
random variation to the results. Not all of the figures
given in Table 5 are statisticafly significant, but confi-
dence intervals have been left ont in order not to
overcrowd the table with numbers. A tendency
towards smaller effects on safety going from the Azst

to the fifth quintile is not found in Table 5. This does
not support the substantive explanation, but the data
are too limited to support a firm conclusion.

in general, it is not obvious that providing a
more complete explanation of research findings would
improve the ability to predict future effects. Effects of
safety measures are known only from evaluation
studies that are made. In that sense, it is only the
results of future evaluation studies that can be pre-
dicted. If the findings of evaluation studies vary
according to study design, then predicting futurc
results would involve predicting the designs that will
be adopted in future research. There is no obvious
basis for making such a prediction.

Examples can be given both of very erroneous
accident predictions based on models explaining more
than 98% of the variation in the number of accidents
{Partyka 1991) and of highly successful accident
predictions based on models explaining no more than
10-20% of the variation in the number of accidents
{Bride and Larsson £993). It would therefore seem
to be a logical fallacy to presume that an improved
understanding of why certain events occurred in the
past entails an improved ability to predict futurc
events.

DISCUSSION

Studies evaluating the effects of traffic safety
measures are made mainly for use in planning future
use of the measures, and not just for historical record.
But if is not always correct to assume that the future
will be like the past, and that the results of evaluation
studies will correctly predict the future effects of the
measures that have been evaluated. Arguments can
be given both for and against attributing a general
predictive value to the results of evaluation studies.

Tabie 5. Predicted effects of traffic separation on the number of accidents by quintiles, typs of separation and study design

Quintiles of research evidence

Type of solution Study design First Second Third Fourth Fiflh
Sidewalk Case—control, stratified by confounders +54 —3 +23
Case-control, matched groups -3
Simple before-and-after ~32
Cycle path Case-control, stratified by confounders —12 —4q —4
Beforc-and-after with general +32 +26 -1 -3
comparison group
Before-and-after with matched +62
comparison group
Pedestrian and cycle track Case—control, stratified by confounders +15 —14 —-23
Simpie before-and-after -85 —23 —-72
Before-and-after with general —-d44 —38 —~16 —84
comparison group
Before-and-after, taking acconnt of -0 —~17

regression-to-the-mean
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The predictive value of evatuation studies is essentially
an empirical question which cannot be settled by
means of theoretical arguments.

Testing the predictive performance of evaluation
studies rigorously is very complex. The efforts
teported in this paper are just a first approach to the
problem. A more rigorous test would take betier
account of potential confounding factors than the
tests reported in this paper. If, for example, it was
known that new road lighting was of a better technical
quality than older instaflations, and if the relationship
between lighting quality and safety effect was known,
a prediction could take account of this knowledge. A
prediction taking account of these facts would perhaps
not be a simple extrapolation of evidence from past
studies, but might predict a different effect from that
obtained in earlier evaluations. Similar comments
apply to the effects of study design on the resuits of
evaluation studies.

The knowledge required to make these more
sophisticated predictions and more rigorous tests of
them is, however, not presently available, nor likely
to become available in the near future. The important
role of randomness in accident counts must not be
forgotten. There is no way of eliminating, much less
predicting, random variation. The contribution of
random variation ean be reduced by relying on targer
accident samples. Again, however, there is no way ol
predicting the sample sizes of future evaluation
studies,

The case studies presented in this paper show
that predictions can be very inaccurate when a trend
is present in the data set. In these cases, predictions
based on the most recent studies may be more accu-
rate than predictions relying on all available evidence
from past evaluation studies. Increasing the amount
of evidence that predictions are based on, does not
necessarily improve their accuracy.

CONCLUSIONS

The main resutts of the research reported in this
paper can be summarized as follows:

1. Studies evaluating the effects of traflic safety
measures are almost always intended for use
in predicting future effects of the measures.
Despite this, no study has been performed to
test the predictive performance of evaluation
studies.

2. A number of arguments can be given both for
and against assigning a general predictive
value to evaluation studies. These arguments
merely show that predictability depends on
many factors. It is not possible to assess the

importance of the various arguments on theo-
retical grounds.

3. Meta-analyses of evaluation studies ofler the
possibility for testing the predictive perfor-
mance of such studies. [n this paper, simple
tests were made for two safety measures for
which meta-analyses of evaluation studies
have been performed: road lighting and traffic
separation. The tests involved partitioning the
evidence from evaluation studies into quintiles
and using the first 20%, the first 40%, the first
60% and the first 80% of evidence to predict,
respectively, the second, third, fourth and
fifth 20%.

4, The accuracy of predictions was found to
depend mainly on whether the safety effect is
stable over time or exhibits a trend. When a
trend is found, predictions based on evidence
from studies made before the trend became
apparent, can be very misleading. Examples
of this were found both for road lighting and
traffic separation. When the effect is stabic,
predictions were reasonably  accurate,
Accuracy was not found to improve when the
amount of cvidence serving as the basis for
predictions increased.

5. Trying to explain variation in the results of
past evaluation studies will not necessarily
improve the ability to predict the results of
future studies. In general, the data required
for explaining variation in the results of past
ressarch are not available.
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reduces the number of muiti-party daytime accidents by about 10-15% for cars using DRL. The estimated
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INTRODUCTION

The mandatory use of daytime running lights (DRL)
as a road safety measure has become more widespread
in recent years. Countries requiring cass to turn on
their headlights at all times now include Canada (for
cars from model year 1990}, Denmark, Finland,
Hungary, Norway and Sweden, Most of the studies
that have evaluated the safety effects of daytime
running lights conclude that it is effective in reducing
thre number of daytime accidents involving more than
one party {multi-party daytime accidents). Bat the
estimates of safety effects vary and critics have
pointed out flaws in many evaluation studies (Elvik
1993). In a recent paper, Theeuwes and Riemersma
{1995) argue that the odds ratio method used in
evaluations of the salfety effects of DRL laws in
Finfand { Andersson et al. 1976), Sweden {Andersson
and Nilsson 1981), Norway { Vaaje 1986; Elvik 1993),
Canada (Arora ct al. 1994) and Hungary {Hollo
1995} is highly unreliable. The odds ratio method
makes the estimate of the effect of DRL very sensitive
to changes in the number of accidents that are
assumed not to be affected by the use of DRL (single
vehicle daytime accidents and all nighttime accidents).
Reanalyzing data from the evalvation of the DRL
law in Sweden {Andersson and Nilsson 1981),
Theeuwes and Riemersma find that the effect attrib-

685

uted to DRL was largely duc to an uncxpiained
increase in the number of single vehicle daytime
accidents in the first year aller the DRL law.
According to their analysis, the DRL law in Sweden
did not reduce multi-party daytime accidents as a
proportion of all accidents, as one would expect if
DRL affected just this type of accident. Hauer has
questioned the validity of the assumption made in
the odds ratio method that sinple vehicle daytime
accidents aud nighttime accidents are not affected by
DRL (Hauer 1995).

The purpose of this paper is to try to sort out
some of the issues raised in debates concerning DRL
evaluations. The following main problems are
discussed:

{. How do the different ways ol defining the variable
intended to neasure the safety effect of DRL (the
dependeut variable) affect estimates of that effect?

2. What are the best current estimates of the safety
effects of DRL according to different definitions
of the dependent variable?

3. Are the results of different evaluation studies
consistent or are there large, unaccounted for,
variations in the resuits of these studies?

In order to shed light on these questions, a meta-
analysis of evidence from 17 studies that have eval-
uated the safety effects of DRL has been performed.
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Before presenting the results of the analysis, some of
its elements wili be explained.

META-ANALYSIS OF EVALUATION
STUDIES

Retrieval of studies

The studics included in the mcta-analysis were
retrieved by means of literature surveys that were
part of previous evaluation studies (Elvik 1993) and
by scanning recent reports (Arora et al. 1994; Hansen
1993,1995; Hollo 1995). A total of 17 studies were
included. The studies that were included are listed in
Table 1. The studics contain a total of 60 estimates
of the eflects of DRL on accident oceurrence. Studies
not reporting the number of accidents on which their
resuits were based could not be inciuded in the meta-
analysis. The resuits of studies not included in the
meta-analysis are listed in Table 2. The studies of
Allen and Clark {1964} and Attwood (1981) contain
both results that were included and resuits that could
not be included in the meta-analysis and arc therefore
tisted in both Tubles 1 and 2,

Characteristics of evaluation studies

Each cvaluation study included in the meta-
analysis was categorized with respect to study design
and the level of safety effects studied. A distinction
was madc between three types of study design: (1}

experimental studies, in which cars are randomly
assigned to either a DRL-condition or a no DRL-
condition, (2) before-and-after studies with a compar-
ison group, in which accident records for cars which
had DRL instalied are compared to those of cars
where DRL was not installed, (3} simple before-and-
after studies, in which accident records befere and
after cars had DRL installed, or before and after a
DRL law was passed, are compared.

A distinction was made bectween two levels of
safety effects: (1) the eflects of DRL for each car
using it. These effects are referred to as the intrinsic
effects of DRL. (2) The effects on the total number
of accidents in a country having a DRL faw, or a
campaign designed to promote the use of DRL. These
effects are referred to as the aggregate effects of DRL.
Seven studies with a total of 23 results refer to the
intrinsic effects of DRL, 10 studies with a total of 37
results refer to the aggregate effects of DRL.

Accident typology

Figure | shows the classification of accidents
used in studies of the effects of DRL. The four basic
categories are: (1) single vehicle daytime accidents
(SD}, {2) multi-party daytime accidents (MDj}, {3}
single vehicle nighttime accidents (SN} and (4) multi-
party nighttime accidents (MN }. Accidents in twilight
have been omitted from most studies. Twilight acci-
dents were classified as nighttime accidents in the

Table 1. List of studies included in meta-analysis

Authors and year Country

Study design Level of efiecls

United States
nited States
LInited States

Alen and Clark 1964
Cantilli 1965
Cantilli 1970

Andersson et al. 1976 Finfand
Andersson and Nifsson 1981 Sweden
Attwood 1981 Canada
Stein 1985 United States
Vaajc 1980 Norway
Sparks et al. 1939 Canada
Hocherman and Hakkert 1991 Israel
Elvik 1993 MNorway
Hansen 1993 Denmark
Kuratorinm [Ur Yerkehrssicherheit 1993 Austria
Sparks et al. 1993 Canada
Arora et al. 1594 Canada
Hanscn 1985 Denmark
Hollo 1995 Hungary

Simple before-after Aparegate
Experinent Individuat
Experiment Individnal
Simple before-aller Appregate
Simple before-after Agpregate
Experiment Individnai
Experiment individual
Simple before-aler Aggregate
Simple beforc-aller Individnal
Siinple before-aller Apprepate
Simple before-alter Aggregate
Simple before-ufter Agaregate
Beforc-aller with comparison Individual
Simple before-aller Individual
Before-after with conparison Individual
Simple before-after Aggreaate
Simple before-alter Aggrepate
Simple before-aler Appregule

Table 2. Results of studics not included in mela-analysis

Authors and year Country Context of study DRL effect Type of accident
Allen and Clark 1964 United States Greyhound Bus company —ii% Daytime accidenis
Allen 1965 United States Questionnaire to companies —35% Mot stated
Allen 1979 United States Checker Cab company —7% Not stated
Attwood 1981 United States ATT Long Lines Division —32% Mot stated
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Fig. |. Classification of accidenls in studics of the effects of DRI on accident ocourrence.

studies of Andersson et al. {1976} and Andersson
and Niisson (1981).

Some studies have analysed the effects of DRL
on specific types of multi-party daytime accidents.
The types that have becn studied most frequently arc
tisted in Fig. I. Front or side impacts and rearend
collisions generatly involve motor vehicles exclusively.
The other categories are collisions between cars and
pedestrians, cars and cyclists and cars and motor-
cyclists. Cars include passenger cars, vans, trucks and
buses. The DRL laws or campaigns inciuded in this
paper mostly refer to cars, but have sometimes
required all motor vehicles to use DRL.

Measures of safety effect

Three different definitions of the wvariable
intended to measure the safety effects of DRL are
compared. The three definitions are referred to as (1)
effects on accident rate (‘accident rate’ for short), {2}
effects on the proportion of daytime muiti-party
accidents (‘simple odds’ for short) and (3) the odds
ratio measure of effects (‘odds ratio’ for short). All
three measures of effect refer to the effects of DRL
on multi-party daytime accidents. Applying the nota-
tion introduced above and subscripting ‘before or
without DRL' with b and ‘after or with DRL’ with
a, the three measures of effect are defined as foliows:

Effect on accident rate
={MD,/KMT,)/(MDy/KMT,}

Effect on simple odds
=[MD,/{MN, +8D, + SN )}/iMD,/
(MN,+ 8Dy, +SN)j

EHfect on odds ratio
={(MD,/SD,)/(MN_/SN,)[/IMD,/SD)/
{MN,/SNp)i

where KMT denotes vehicle kilometres of travel, Ail
three measures of effect take on values less than 1.0

if DRL reduces the number of multi-party daytime
accidents.

The accident rate for multi-party daytime acci-
dents {accidents per miilion vehicle kilometres of
travel) is the most common ineasure of eftect in fleet
studies of the effects of DRL. The odds ratic measure
of effect has been the most common measure of effect
in studies that have evaluated the eifects of DRL
laws. The simple odds measure has been proposed
by Theeuwes and Riemersma (1995). According io
the simple odds measure of effect, changes in the
number of muiti-party daytime accidents associated
with the use of DRL are compared to changes in the
number of ail other types of accident combined.

The studies evaluating the effects of DRL laws
in Sweden (Andersson and Niisson 1981} and
Norway ( Vaaje 1986; Elvik 1993) did not report data
on vehicle km of travel needed to estimate the acci-
dent rate. Data on vehicle kilometres of travel for
these two countries were obtained from other sources
(OECD 1994; Rideng 1995}.

Statistical weighting of results

Each resuit is assigned a statistical weight that
is proportional to the inverse of the variance of that
resnlt (Fleiss 1981). The variance of each result is
determined by the number of accidents it is based
on. The statistical weight of each result was estimated
for the different measures of effect according to the
following definitions:

Weight of accident rate
={/(1/MD, + i/MDy)

Weight of simpie odds
=1/[1/MD, + {/MD, + 1/(MN, + 8D, + 8N}
+ [/(MN, + 8D, + SN}
Weight of odds ratio
= t/(1/MD, 4+ 1/SD, +1/MN, +1/SN, +1/MD,,
+ {/SDy + I/MN, + 1/SN,)
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A weighted mean safety effect was estimated by
means of the logodds method. The weighted mean
safety eflect was defined as foilows:

Weighted mean safety effect=
expl{Z ln(8;)- W({BRHZW(8)]

where exp denotes the exponential function, ; each
estimate of effcct and W (#)) the statistical weight of
gach estimate of effect. The statistical significance of
the weighted mean safety effect was assessed by
estimating a 95% confidence interval. A more detailed
description of the logodds method of meta-analysis
can be found in Fleiss {1981).

Testing for publication bias

The term, publication bias, denotes a tendency
not to publish the results of evaluation studies that
are, for some reason, believed not be useful. It may
be the case, for example, that studies of DRL showing
an increase in the number of accidents or no statistic-
ally significant change, are less likely to be published
than those showing accident reductions, To test for
publication bias, the funnel graph method of Lipht
and Pilicmer(1984) was used. This method is not a
formal test in a sirict sense, but does give some clues
as to the possible presence of publication bias. It
relies on visual inspection of a diagram in which
results are plotted against sample size (statistical
weight}.

Figure 2 shows a funnel graph diagram for
resuits showing the intrinsic effects of DRL on the
accident rates of cars using it. Values to the left of
1.0 on the abscissa show reductions in accident rate,
values to the right of 1.0 show increascs in accident
rate. Siatistical weiglit is used as an indicator of
sample size.

Each data point in Fig. 2 is the resnit of an
evaluation study. The basic assumption of the funnel
graph method, is that if the dispersion of results
mainly reflects random variation around a certain
mean value, and if there is no publication bias, the
dispersion of the data points should resemble the
shape of a funnel turned upside down. If, on the
other hand, one of the tails of the funnel is rmssmg,
this indicates publication bias.

The results in Fig. 2 are predominantly based on
smail accident samptes. One result, with a statistical
weight of almost 3,000, alone represents 1nore than
haif of the sum of statistical weights for all data
points in Fig. 2. There is a concentration of data
points around the value of 0.8 on the abscissa,
indicating a 20% reduction in accident rate, However,
several data points are found both to the left and to
the right of this value. It is concluded that Fig. 2
gives no clear indication of any publication bias.

It was not possible to test for pubiication bias
in resujts referring to the aggregate effects of DRL.
These results are based on highly varying changes in
the use of DRL, and the aggregate effects of DRL
can be expected to vary accordingly. A funnel graph
diagram for results referring to aggregate effects
would therefore violate the assumption made in the
funnel graph technique that the dispersion of results
shoutd mainly reflect random variation around the
weighted mean effect,

Relating aggregate effects to intrinsic effects

When the use of DRL is made mandatory, the
aggregate safety effects will depend on: {1) the intrin-
sic effects of DRL, {2) the initial rate of DRL use,
{3) the size of the increase in DRL wuse, and (4) the
accident involvement rates of those who start using
DRL compared to those who continue to drive
without DRL. The relationship between the intrinsic
and aggregate effects of DRL is complex.

Koornstra (1993,1995) has derived two mathe-
matical functions to relate the apgregate effects of
DRL to the intrinsic effects. According to these
functions, an implicit intrinsic effect of DRL is esti-
mated as a function of the agpregate effect and the
percentage of cars using DRL before and after a law
was introduced or a campaign conducted. One
function applies to accidents involving cars and
road users not using DRL (pedestrians and cyclists),
the other applies to accidents involving only cars or
other potential users of DRL (motorcycles). The
functions are as follows:

TImplicit intrinsic effect for pedestrians and cyclists
=EBfL,— Ly (1-E)]

Implicit intrinsic effect for motor vehicles
=E/[(2L,— L) —(2L,— L) (1 —E)]

where E denotcs the aggregate effect of DRL, L the
proportion using DRL, a the after period and b the
before period. According to the functions, the implicit
intrinsic cffect of DRL will depend on {1} the initiai
nsage rate for DRL, (2} the size ol the increase in
DRL use when a law is introduced and (3) the
estimated agpregate effect of DRL. The validity of
the estimated intrinsic effects of DRL according to
these functions will therefore depend on the validity
of the estimated aggregate effects of DRL.

RESULTS

Intrinsic effects of DRL

Table 3 shows the weighted mean percent change
in the number of multi-party daytime accidents asso-
ciated with the use of DRL by definition of the
measure of efflcet and study design.
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The results are vcry consisten! across study are not statistically significant and ail estimates point
designs. It has been supgested that simple before- in the same direction. Based on Table 3, the best
and-after studies of vehicle Heets are suspect, because estimate of the intrinsic effect of DRL on muiti-party
of the possible presence in these studics of uncon- daytime accidents is a reduction of about 10-15%.
trolied regressiou-to-the-mean effects (Eivik 1993). If Tabie 4 shows the intrinsic effect of DRL with
such effects were present, one would expect the esti- respect to various types of accident. In Table 4, the
mated effect of DRL io be greater in simpie before- results of studies using differcnt study designs have
and-after studies, than in experiments with random been merged. This was regarded as appropriate in
assignment {which guarantees against selecting just view of the rather smali differcnces in results between
cars with bad accident records for DRL installation). study designs according to Tabie 3.

This is not the casc. According to Table 4, DRL is effective in reduc-

Moreover, the effects of DRL are highly consis- ing ali types of muiti party daytime accident. There
tent for the different definitions of measure of effect. is no consistent pattern in the variation of the effects
The effects of DRL are slightly smailer according to of DRL between accident types. A quite large reduc-
the simple odds measure of c¢ffect than according to tion in Lhe number of pedestrian accidents is found
the other two measures of effect, but the differences for the accident rate measure of effect. This finding

Table 3. intrinsic effects of daytime running lights by study design and definition of measure of effect
Percent change in the number of multiparty daytime accidents
Eliect on accident rate Effect on simple odds Effect on odds ratio
Lower Best Lipper Lower Bexst Upper Lower Best Upper

Study design 95% cstimale 05% 959 estimate 95% 95% estimate 95%
Experiments with —32 —15 +6 -39 —13 +24

random assignment
Before-and-afier with —28 —18 -5 —31 b +29

COmpafison group
Simpte before-and- - 16 —1i4 —1i2 —13 ~11 o -22 —14 -5

after design
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Table 4. [ntrinsic effects of daytime running lights by type of accident and definition of mensure ol efect

Percent change in the cumber of multiparty daytime accidents

Effect on accident rate Effect on simple odds Effect on odds ratio
Lower Best Upper Lower Best Upper Lower Best Upper
Type of accident 93% estimate 955% 954% estimate 95% 95% estimate 95%
Front or side impacts -6 —13 —10 —l6 —1It —6 —25 —15 -3
Rearcnd collisions -2 —1a -1 —19 —13 —6& —25 —12 +3
Pedestrian accidents —38 ~25 -8 —46 —15 +33 —87 + 130 + 4064
Accident lype not specified —20 —14 -7 —1i8 -3 + 15 - 66 - 20 +49
Mean clfect for all ypes of accident — 16 —14 —1i2 —13 el —8 —~22 - 14 -5
is reversed for the odds ratio measure of effect. effect according to Tabicd is a 12-16% accident
However, the estimate based on the odds ratio mea- reduction, depending on the measure of effect used.
sure of effect is far from statistical significance at the The aggregate effect according to Table 5 is an
59 level. The effects of DRL with respect to front or increase of 3-20% in the number of rearend collisions,
side impacts and rearend collisions are very consistent depending on the measure of effect used. It ts only
across the different measures of effect. In general, the for the simpie odds measure of effect that the increase
findings are quite robust with respect to the definition found in Table S is statistically significant at the 5%
of the measure of effeet, tevel. The reasons for this inconsistency betwcen
intrinsic and aggregate effects are unknown. A pos-
Aggregate effects of DRL sible explanation is refated to changes in how drivers
Table 5 shows the aggregate effects of DRL laws react to cars with the rear lights on as a conscquence
or campaigns to increase the use of DRL on various of an increase in DRL use, When only a few cars use
types of multi-party daytime accidents according to DRL, a driver may take a it rear light to mean that
the three different measures of effect. All the estimates the car is braking, When more cars drive with lit rear
reported in Table 5 are based on simple before-and- lights, this reaction is less natural, Brake lights may
after studies. become masked by rear lights, making it more difficult
The weighted mean effect of DRL laws or cam- to detect when a car is braking.
paigns on all multi-party daytime accidents is a
3..12% reduction, depending on the measure of safety Dose—response relationship for effects of DRL faws
effect. The accident reduction is statistically signifi- The introduction of DRL laws has led to
cant at the 5% level for all incasures of safety effect. increased rates of DRL wuse in the countries where
The estimated effect of DRL is, however, smaiter for the faws have been introduced. Af any given initial
the simple odds number measure of cffect than for rate of DRL use, a large increase in DRL use is
the other two measures of effect. expected to have a greater impact on the number of
{n general, the aggregate effects of DRL are accidents than a small increase in DRL use. The
consistent with the intrinsic effects, at least as far the results presented in Table 6 test if such a dose—res-
direction of the effect is concerned. The aggregate ponse relationship is found in studies that have
effect of DRL for rearend collisions is, however, evaluated the aggregate effects of DRL laws.
inconsistent with the intrinsic effect. The intrinsic The accident rate measure of effect docs not

Table 5. Aggregate effects of daytime running lghts by type of accident and definition of measure of efect

Percent change in the number of muitiparty daytime accidents

Effcet on sccident rate Elfect on simple odds Effect on odds ratio

Lower Best Upper Lower Best Upper Lower Best Upper
Type of accident 55% estimate 95% 95% cstimate 95% 55% estimale 55%
Front or side impacts - 14 —13 —12 —6 —5 -3 —13 —1i2 —8
Rearend coilisions -0 +3 +6 + 16 +20 +24 -3 +4 +11
Pedesirian accidents —-22 — 20 —1i3 —15 —13 —10 ~-14 --10 -5
Cyclist accidents -9 —6 —4 -5 -2 +2 —~25 —19 —{2
Motorcycle accideuts —23 —20 —18 —5 -0 +5 —10 +4 +20
Accident type not specified —9 -7 —4 -9 —35 -1 —1B —1t -3

Meun effect for afl types of accident —13 —12 —1il —4 -3 -2 -1t -9 -7
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Tablz 6. Aggregate elfects of daytime running lights by percentage increase in use of daytime running lights and definition of measure of
effect

Percent change in the number of muitiparty daytime accidents

Effect on accident rate Efiect on simple odds Effect an odds ratio
Use of DRL Use of DRL in Lower Best Upper Lower Besl Upper Lower Best Upper
in before-period after-period 95% estimate 95% 95% estimate 95% 959 estimate 959
Ahout 30% About 60% —16 —14 —12 —6 —4 -2 —1{2 —8 -3
About 40% About 90% —17 — —6 -2 +6 +14 —18 -5 +9
About 30% About 90% —10 -9 —8 -3 -1 +1 —15 —-12 -9
Abouwt 30% Ahout 80% —20 —16 —1i3 —13 -9 -4 —21 ~f2 -3
About 30% About 95% ~20 —18 —1a -7 —3 -2 —12 —8 —3
show any clear dose-response pattern. Increasing an implicit intrinsic effect of DRL was estimated for
DRL use from about 30 to 60% is found to reduce each country included in this study, applying the
accident rates more than increasing DRI use from formulas Koomstra has derived for relating the
about 30 to 90%. The effect on accident rates of aggregate effects of DRL to the intrinsic effects. The
increasing DRL use from about 50 to 80% is almost estimate of the DRL effect for each country is a
the same as the effect of increasing it from 50 to 95%. weighted mean effect based on ali evaluation studies
No clear dose-response pattern is cvident for the reported in that country. The following mean fafi-
simpie odds measure of effect, either. As far as the tudes of the countrics inciuded were used: Israel: 33;
odds ratio measure of effect is concerned, the effect United States: 39; Hungary: 46; Austria: 47; Canada:
of increasing DRL use from 30 to 90% is nominally 48; Denmark: 55; Sweden; 58; Norway: 62 and
preater than the effect of increasing DRL use from Finland; 63. The results of the test are given in Fig. 3.
30 to 60%, but the diffcrence is not statistically The accident rate measure of effect does indicate
significant, On the other hand, the effect of increasing that the cffects of DRL vary according to latitude.
DRL use from 50 to 95% is smaller than the eflect The estimated, impticit intrinsic effect is a 9% reduc-
of increasing DRL use from 50 to 80%. tion of the accident rate for multi-party daytime
The absence of a clear dose—response patiern in accidents in Israel and a 60% reduction of the accident
the studies that have evaluaied the effects of DRL rate for multi-party daytime accidents in Finland.
laws supgests that the effects attributed to DRL in Although the relationship is a bit noisy, its direction
these studies are confounded with the effects of other is clear. For the simple odds measure of effect, on
variables. Examples of such variables include generat the other hand, no clear relationship is found between
trends in accident rates and measurcs that affect, latitude and DRL effect. The odds ratio measure of
selectively, the types of accident that serve as compari- cffect gives only u weak hint of a relationship between
son accidents { presumably not affected hy DRL) in latitude and DRL effect. However, the dircction of
evaluations of DRL laws. This does not necessarily the association between latitude and DRL eflect is
mean that the DRL laws were not effective in reducing the same for the odds ratio measure of effect as for
the numher of accidents, but that the numerical the accident rate measure of effect, although the siope
estimates of those effects are highly uncertain. is inuch smalfer for the former measure of effect than
Moreover, the quality of data on the level of DRL for the latter. On balance, the data presented in Fig. 3
use is quite poor in some studics { Elvik 1993; Hansen indicate that there is a relationship between latitude
1993,1995). and DRL effect in the direction predicted by
Koornstra, but the relationship does not seem io
Relationship between latitude and effects of DRL fit very well the specific mathematical function
Koornstra (1993, 1995} argues that there is a Koornstra (1993, 1995} has proposed fo describe it
relationship between the geographical latitude of a (the function is shown by the solid line in Fig. 3).

country and the eflects of DRL in that country. The
further away from the equator one moves, the fonger

become the periods of dusk and dawn, and ‘low sun’ DISCUSSION

{the sun located just above the horizon), when DRL Does the use of DRL reduce the number of
has the largest effect on vehicle conspicuity. On this accidents during daytime in which more than one
busis Koornstra proposes that DRL has a greater party is involved? On the basis of the evidence
effect on accidents the further away from the equator examined in this paper, an affirmative answer can be

one moves. In order to test Koornstra’s hypothesis, given to this question. The intrinsic effects of DRL
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Fig. 3. Relationship between ellective mean tntitude and effects of DRL on multi-party daytime accidents assuming 100% use of DRL.

are quite consistent with respect to both study design
and the definition of the variablc intended to measure
the effect. The intrinsic eflects of DRL that have been
found in vehicle fieet studies have been reproduced
in studies of the eflects of DRL laws. The intrinsic
effects of DRL are very robust with respect both to
study design and the definition of measurc of eflect.
It is does not scem appropriate to dismiss the evidence
of these studies as merely refiecting the effects of poor
research design or a dubious definition of the variable
intended to measure the effect of DRL.

The evidence from studies that have evaluated
the aggregate eflccts of DRL laws or campaigns
designed to increase the use of DRL is less convincing,
in the first place, the weighted mean best estimate of
the eflect of DRI varies substantiaily according to
the definition of measure of effect, from 3% for the
simple odds number measure of eflect to 12% for the
accident rate measure of effect, These differences are
statistically significant and could be of considerabie
practical importance in countries recording some
10-20,000 injury accidents per year (as the casc is for
Denmark, Finland, Norway and Sweden).

In the second place, the evidence concerning the
agpregate effects of DRL comes from simple before-
and-after studies only. These studies lack the experi-
mental controf of confounding factors provided by
some of the vehicle fleet studies. The estimates of

DRL effects based on before-and-after studies of
DRL laws made, for example, in the Scandinavian
countries are most fikely to contain effects of uncon-
trolled confounding factors. The fact that no clear
dose -response refationship was found between the
size of the increase in DRL use and the size of the
effects of DRL on accidents lends further support to
this point of view.

Theeuwes and Riemersma {1995) have shown
how sensitive the odds ratio measure of effect is to
changes in the number of accidents that are supposed
to be unaffected by the use of DRL, for example,
single vehicle daytime accidents. One way of avoiding
the problem of basing the estimatc of the effect of
DRL on the frequency of various types of accident
that are presumed to be unaffected by DRL is to use
the accident rate for multi-party daytime accidents
only as the measure of effect. This solution, however,
generates its own problems. Hansen (1993,1995), in
his analyses of the effects of the Danish DRL law,
uses accident statistics going back 10 years to show
that there is a long term trend of decline in the multi-
party daytime accident rate. This trend was evident
fong before the use of DRL was made mandatory in
Denmark. Similar {ong term trends in accident rate
have been found in both Norway and Sweden. In
simple before-and-after studies, with just one before-
period and just one after-period, no account is taken
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of such a long term trend. 1t is likely that such studies
oversiate the effects of DRL on muiti-party daytime
accident rate.

This paper has compared different estimates of
the effects of DRL on multi-party daytime accidents
only. The point raised by Hauer (1995), that DRL
may have an effect on other types of accident as weli,
has not been investigated. Hauer rejects the assump-
tion made in the odds ratio method that single vehicle
daytime accidents arc unaflected by DRL. Implicit in
his argument is the suggestion that when DRL is
used, vehicles on a collision course detect each other
earlier and more frequently take evasive action that
results in a single vehicle accident. Hauer further
supgests that using DRL lcads to mere burned out
light bulbs, which may in turn affect the nnmber of
accidents at night. Both hypotheses could have been
tested in experimental wvehicle feet studies.
Unfortunately none of these studies include such a
test. Most of the vehicle fleet studies do nof contain
any informalion at all concerning nighttime aceidents
and some not cven concerning single vehicle daytime
accidents.

An Austrian before-and-after study on various
vehicle fleets {Kuratorium fiur Verkehrssicherheit
1993} included accidents at night as well as daytime
accidents, The resuits of this study do not indicate
that the use of DRL lead to more single vehicle
accidents or more accidents at nighi., There was a
small decline in single vehicle daytime accidents and
nighttime accidents, but a greater decline in multi-
party daytime accidents. This study, although non-
experitnental, does not support the hypothesis that
DRL affects all iypes of accident and not just multi-
party daytime accidents.

One final point that deserves brief mention con-
cerns the possibility that the results of the meta-
analysis presented in this paper are biased because
the meta-analysis does not include all studies that
have evaluated the effects of DRL.. Table 2 fists four
results that could not be included in the meta-analysis.
All four results refer to the intrinsic ¢ffect of DRL.
The results are difficult to interpret, since three of the
four cases do noet state clearly what types of accident
they refer to, The results range from a 7 to a 39%
accident reduction, with an unweighted mean of 22%
accident reduction. This is consisient with the results
of the meta-analysis.

CONCLUSIONS

The major conclusions of the research reported
u: this paper are:

1. A meta-analysis has been made of {7 studies that

have evaluated the effects on accidents of using
daytime running lights ({DRL) on cars., The
logodds method of meta-analysis was applied to
estimate a weighted mean eflect of DRL on muiti
party daytime accidents. The sensitivity of the
estimated eflect was tested with respect to (i) study
design, {ii} definition of the variable intended to
measure the eflfect of DRL (the dependent vari-
able) and (iii} whether the estimate of the DRL
effect referred to each car (intrinsic eflect) or to
the total number of accidents in a country {aggre-
gate eflect).

2. The intrinsic ¢ffect of DRL was found to be very
robust with respect to both study design and
definition of the dependent variable. The best
estimate of the intrinsic offcct of DRL on cars is
a 10--15% reduction in the number of multi-party
daytime accidents.

3. All studies of the aggregate eflect of DRL are non-
experimental before-and-after studies. This study
design does not take account of all confounding
factors that are likely to be present. The aggrepate
effects of DRL were more sensitive to the definition
of the dependent variabie than the intrinsic eticets.
They were also smaller, ranging from 3 to 2%
reduction in the number of multi-party daytiine
accidents.

4. There was no evidence of a dose--reponse relation-
ship in the effects of DRL laws, in the sense that
large increases in DRL use lead to greater reduc-
tions in the number of accidents than smalf
increases in DRL use. There is probably a relation-
ship between the fatitude of a country and the
effects of DRL, but the exact shape of this relation-
ship cannot be inferred from currently available
evidence.

5. It has been suggested that DRL may affect not
just multi-party daytime accidents, but single
vehicle daylime accidents and nighttime accidents
as well. No stringent test has been made to deter-
mine what types of accident are affected by DRL,
but evidence from a non-experimental flect study
suggests that DRL does not affect single vehicle
accidents or nighitime accidents.
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Abstract—Numerous evaluation studies have reported large accident reductions when road accident biackspots
are treated. A critical examination of thesc sludies reveals that many of them do not account for the effects of
well known confounding factors, like the regression-to-the-mean cffect that is likely to occur at road accident
blackspots. This paper shows that the more coofounding factors evalnation studies account for, the smaller
becomes the accident reduction attributed to blackspot {reatotent. Studies that account for both regression-to-
the-mean and a possible accident migration to ncighbouring unireated sifes do not show any net accident
reduction at all, This tendency conforms to the so calied Tron Law of evaluation studies, which states that the
more confoundiog factors an evaluation study accounts for, the less likely it is 1o show benefcial eflects of the
programme evaluated. Possible explanations of accident migration are discussed in the paper. © 1997 Elsevier

Science Ltd. All rights reserved
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INTRODUCTION

The identification, analysis and treatment of road
accident blackspots is widely regarded as one of the
most effective approaches to road acciden{ preven-
tion, In its Guidelines for Accident Reduction and
Prevention, the Institution of Highways and
Transportation (1990) states (p. 2):

It is well eslablished that considerable safety benefits
may accrue front application of appropriate road engi-
neering of trafic management measures at hazardous
road locations. Resnils from such applications al
“blackspots” demonstrating high returns from rela-
tively low cost measnres have been reported worldwide.

It is correct that a number of studies from
different parts of the world have reported large reduc-
tions in the number of accidents when safety measures
were introduccd at road accident blackspots. Many
ol these studics are, however, simple before-and-aftcr
studies that do not take account of any confounding
Factors thal might affect the number of accidents. In
particular, it is known that an abnormally high
recorded number of accidents at a ceriain location
can result from random fluctuation in the number of
accidents. To the cxtent that an abnormally high
number of accidents, or an abnormally high accident
rate, is the resuit of random fluctuations, a subsequent
decline in the number of accidents {or the accident

i%1

rate) must be expected even if no safety treatment is
applied. This phenomenon is known as regression to
the mean and has been found in several studies (see,
for exampie, Forbes, 1939; Briide and Larsson, 1982;
Hauer and Persand, 1583).

This source of confounding is particularly impor-
tant in evaluations of road accident biackspot treat-
ment. Rossi and Freeman (1985) have proposed what
they term “The fron Law of Evaluation Studies” in
these terms {p. 391): “The better an evaluation study
is technically, the less likely it is to show positive
program effects”. The purpose of this paper is to
investigate whether the Iron Law of Evaluation
Studies appfics to studics that have evaluated the
effects on safety of road accident blackspot treatment.
To what extent do the eflects on accidents attributed
{o biackspot treatment disappear as morc conlound-
ing Factors are conirolled in evaluation studies? In
ordet to shed light on this question, a meta-analysis
has been made of 36 studies that have evaluated the
cflects on accidents of road accident biackspot
treatment.

DATA AND METHOD

Evaluation studies included
A total of 36 evaluation studies arc included.
The studies were retricved by means of a systematic
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literature survey. The literature survey consisted of
scanning peer reviewed journals like decident Analysis
and Prevention, ITE-Jouwrnal, Jowrnal of Safery
Research, Traffic Engineering and Controf and
Transportation Research Record. Tn addition, puhlica-
tions issued by highway agencics and rescarch insti-
tutes in the Nordic Couniries were included, as well
as puhlications of highway agencies and major institu-
tions in Australia, Great Britain and the United
States,

Studies were included if: (1) they stated that the
treatment evalnated was applied at an ‘accident black-
gpot’ or because of a ‘bad accident record’ or an
‘abnormal accident experience’, (2} they reported the
number of accidents their results were based on and
(3) the research design was described in snfficient
detail to determine which conlounding factors a study
controlled for. A number of different formal, statisti-
cal definitions of a road accident blackspot have been
proposed (Hauer, 1996). However, most evaluation
studies describe the selection of locations for treat-
ment only in general terms and do not state explicitly
if a formal, statistical blackspot definition was
applied. It was therefore not possibie fo confine the
analysis to studies relying on a formal blackspot
concept. Studies included are listed in Appendix A.

Statistical weighting of restlts

Each of the siudies included contains one or
more results of an cvaluation of the effects on safety
of one or several treatments carried out at oue or
several locations. Al studies are non-experimental
before-and-after studies, Some of the studies inciuded
comparison groups in addition to the #reated sites.
Weighted mean resnlis were estimated by means of
the logodds method of meta-analysis (Tleiss, 1981).
Each result was assigned a statistical weight mversely
propertional {o the variance of the logodds of the
estimated effect;

W, =1/(1/B; +1/4,)

where B; denotes the number of accidents at treated
sites in the before-period for resuit 7 and A4, denotes
the corresponding number of accidents in the after-
period. This choice of weights for each resnit mini-
mizes the variance ol the weighted mean. In studies
using comparison sitcs, the variance of the estimated
effect of treatment depends on the number of acci-
dents at both the treatment and comparison sites.
However, many cvaluation studies do not state the
number of accidents recorded af comparison sites.
Hence, the contribution of fluctuations in comparison
group accidents to the variance of the estimated
elfeets of treatment had to be ignored. This raises the
value of the sfatistical weights assigned to results of

studies using comparison groups. For example, the
statistical weight of a result based on 38 accidents
before and 22 accidents alter in the treatinent group,
and 245 accidents before and 218 accidents after in
the comparison group is 13.9, i accidents in the
comparison group are ignored, but 12.4 if they are
included when calculating the statistical weight.

In order to test if the method of estimating
statistical weights might infroduce bias in the
weighted mean results, the wcighted resuits were
compared to simple unweighted mean resuits. The
weighted and unweighted resuilts were very simnilar
and no systematic bias in any direction was [ound.
Only the weighted mean results are presented in this
paper, as they are statistically more precise than
unweighted resuits. Weighted mean sufety effeets [or
groups of evaluation studies were estimated according
to the following forinuia (Fleiss, 1981}:

Weighted mean safety effect =exp[(Z In{8;)- W; YL W]

where exp denotes the exponential function, In the
natural logarithm, §; each estimate of treatment cffcet
and W, the statistical weight of each cstimate of
treatment effect. A 95% confidence interval for the
weighted mean safety eflect was estimated by applying
methods described by Fleiss (1981},

Controlling for confounding factors

Confounding [actors are al factors that weaken
the basis for inferring a cansal relationship between
blackspot treatment and changes in road safety.
Confounding factors represent alternative inter-
pretations to the findings and onght ideaily to be
eliminaled. Complete control of confonnding factors
is possible only by using an experimental research
design, involving the random assignment of study
units to a treatment or non-treatment condition. In
non-cxperimental research, controf of confounding
factors will always be incomplete and imperfect. Buf
the more known confounding factors a study controls
for, the better becomes the basis for concluding that
observed changes in road salety were caused by the
treatment rather than the confounders. The con-
founding factors considered in this study are:
{1) Changes in traffic volume
{2) General trends in the number of accidents
{3) Regression to the mean
{4) Accident migration

These are some of the most impoertant known
confounding factors present in non-experimental
before-and-after studies of road accident blackspot
treatment.

Changes in traffic volume are usually controlicd
for by estimating accident rates {accidents per million
vehicle kilometers or per million passing or entering
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vehicles) und using changes in these as the measure
of effect iu evaluation studies. It is normally assumed
that the number of accidents is a lincar function of
traffic volume (Hauer, 1995). This assumptiou is not
always correet. Hence, the use of changes in accident
rates as the measure of effect in before-and-after
studies docs not necessarily remove the effects of
chauges in traffic volume on the number of accidents.
In this paper, howcver, evaluation studies using
changes in accident rates as the measure of effect
have been classified as controlling for chauges in
traffic volume.

The presence of general trends in the uumber of
accidents is nsually controiled for by using a compari-
son group, often consisting of the total number of
accidents in a country or in the arca where the treated
blackspots are located. The use of a comparison
group refies on the assumption that changes in the
number of accidents in the comparison group cor-
rectly predicts the changes that would have occurred
at the treated sites in the absence of treatment. As
shown by Hauer (1991), this assnmption wili not
always be correct. On the other hand, this assumption
has traditionally been accepted, at least as approxi-
mately correct. Hence, studies using comparison
gronps have been classified as taking account of
general frends in the number of accidents, except
when the comparison group consisted of untreated
blackspots exclusively {sec comment below).

Two methods have been used to control for
regression to the mean in studies evaluating blackspot
freatments. One method is to nse a comparison group
of untreaied blackspots. Changes in the number of
accidents at nntreated blackspots are assumed to
reflect mainly regression to the mean, rather than
general trends. This interpretation is accepted in this
paper. The other method of controlling for regression
to the mean is to estimate this eflecet by means of a
statistical model {Brilde and Larsson, 1982; Hauer,
1980, 1986, 1992). There are several models that
differ in both assumptions and estimatiou techmques.
A detailed discussion of these differences is beyond
the scope of this paper. In this paper, all studies using
one of the two methods for removing regression to
the mean have heen classified as controlling for this
confounding factor.

Accident mipration denotes the {ransfer of acci-
dents from the blackspots to surrounding locations
as a resnlt of blackspot treatment. The usual way of
coniroiling for accident migration is to include the
surrounding locations te which accidents are sup-
posed to migrate in the treated group. Changes in
the number of accidents for the enlarged group of
locations will then reficet both the treatment effect at
the freated sites and the accident migration effeet at

the surrounding sites. Some studies in addition esti-
mate regression to the mean at both treated and
surrounding sites by means of a statistical modei,
while other studies accept the recorded number of
accident at treated and surrounding sites as unbiased
estimates of the expected number of accidents. Studies
using either of these designs have been classified as
controliing for accident migration.

Design of analysis

Figure 1 shows the design of analysis used in the
present siudy.

Blackspots were classificd as road sections, junc-
tions (infersections} and unspecified types of loca-
tions. For each type of blackspot, a distinction was
made between injury accidents, accidents involving
property damage only (PDQO-accidents) and accidents
of unspecified severity {gencrafly inciuding both
injury and PDO-accidents it unknown proportions).
For each type of biackspot and level of accident
severity, the results of evaluation studies were com-
pared with respect to which of the confounding
factors, or combination of confonnding factors, that
were controiled.

RESULTS

All types of treatment combined

Table | shows the weighted mean resulis of
studies that have evalnated the safety cffects of road
accident biackspot treatment, expressed in terms of
percent change in the number of accidents attributed
to the treatment, In Table 1 all types of treatment
have been combined.

The resuits presented in Table 1 show that the
size of the effect attributed to blackspot treatment in
evaluation studics varies substantially depending on
which confounding variables arc controlied. This is
seeu by comparing the results printed in boldface
italics in Tabic 1. In general, stndies that do not
control for any confounding factors find the largest
effects of treatment. Studies that control simulfa-
neously for general trends in the number of accidents,
regression to the mean and accident migraliou do
not (ind any statistically sipnificant changes in the
number of accidents due to blackspot treatment. The
more confounding factors accounted for, the smalier
the effect aitributed to blackspot treatment becomes.
This finding applies both to junctions and other
locations and both to injury accidents and PDO-
accidents. Mos{ of the evidence refers fo tujury acci-
dents, The results for PDO-accidents are more
uncertain,
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Type of lecatian Accident severity

I Nat sgecified

I Road sectian

Canfounding variahles

| Junction

Not specified J ___________________

PD0-accidents

kjury accidents

E ! Change in traffic volume |

_[ General accident trends |

_I Regression te the mean l

_! Accident migration |

Fig. 1. Clussification of types of location, accident severity snd confounding variabies controlled.

Some of the resulis are based on just one or two
studies. In order to increase sampie size, results that
refer to injury accidents were combined for all types
of focation, The combined resuits are shown in the
bottom of Table 1 (the resuits that refer to ail types
of location). There is a very clear tendency for the
effect attributed to treatment to become smalier as
more confounding factors are controlied. Studies that
account for accident migration are, however, the only
category which do not show statistically significant
accident reductions following blackspot treaiment.

Results for different kinds of treatment

An objection to this analysis is that different
kinds of treatment are likely to have different effects;
hence it does not make sense to estimate the weighted
mean safety effects of different treatincnts combined.
Estimates of effects ought to be made for each kind
of treatment by itself. Table 2 presents an analysis of
five common safcty treaiments at junctions, for
studies with different degrees of control of confound-
ing facfors,

The tendency found when all treatments were
combined is reproduced when different treatments
are studied by themselves. In general, the more con-
founding factors studies account for, the smaller are
the effects attributed to the treatment. This pattern
is evident for all five treatments included in Table 2.
Once again, however, some of the estimates are based
on just one of two studies. There were too few stndies
to do a similar analysis of different treatments applied
to road sections.

DISCUSSION

Road accident blackspot treatment has for a
long time been accepted as an cifective way of pre-
venting road accidents. The results presented in this
paper, if taken at facc value, indicate that this belief
is unfounded. The belief that blackspot treatment is
particularly effective seems to have rested on an
uncritical acceptance of the results of simple before
and after studies that fail to account for confounding
factors that may explain the observed reductions in
the number of accidents or the accideni rate.

Today, most researchers accept that in non-
experimental before-and-after studies of treatments
at locations that were selected for treatment because
of their bad accident record, it is necessary as a
minimum fo remove the effects of changes in traffic
volume, general trends in the number of accidents
and regression to the mean before anything can be
concluded with respect to the effects of the treatment.
Some researchers were aware of the need to remove
the cffects of regression to the mean as early as 1968.
Thus, Tambusri et al. (1968}{p. 38}

The possibility afways exists that an improvement
project may have been initiated because of an unusually
high accident expericnce which was merely a reflection
of a temporary condition in the before peried. In such
cases, even if mothing had been done, an accident
reduction would probably have been observed in the
after period (regression to the mean theory). The
possibility of such an influence was investigated.

Tamburri et al. (1968) go on to state that it was
found that some locations had a permanent high level
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Table 1. Weighted mean effects of blackspot treatment on the number of accidents by type of location, accident severity and confonnding
variubles controlled

Percent change in accidents

Type of Accident Cenlonnding variables Number of Proportion of Lower Rest Upper
location severity controlled stndies statistical weighis 93% cstimate 953%
Janction Injury accidents Mone 6 0.048 —66 —60 —54
Traffic volnme 5 0.093 —49 —43 —37
Trend E| 6,359 —36 —-33 —-29
Regression Lo mean 1 0.028 —4 —3f —16
Trend, regression {0 mean 2 0.023 —31 —~ T +7
Trend, accident migration | 0.449 —8 —d +1
% 1.000 —26 —24 —21
Junction PLO-accidents Nong 5 0.405 —46 —-37 —25
Traffic voinme 3 0.483 —51 —42 —33
Trend, regression lo mean i 0.112 —27 +0 +38
9 1.004 —43 —35 —29
Junction Mot specified None 3 0.265 —48 —42 —36
Traffic voinme { 0.032 —60 —d6 —29
Treud, regression 10 mean 3 (5.450 —46 —42 —38
Trend, regression {0 mean, 1 0.213 —-12 -2 +9
aceident mipration
8 L.000 -39 —36 —32
Road section  Injury accideuts None 3 0123 —57 —51 —~43
Traflic volnme 2 0.030 23 +3 +37
Trend f 0.332 —19 —12 -3
Trend, traffic volume 1 0.127 —42 —33 —23
Trend, regression to mean 1 0,018 —61 —44 —18
Trend, accident migration i 0.370 —b +2 +11
14 1.000 —21 —16 —12
Road section  PDO-accidents None 2 0.031 —95 —92 —86
Trallic volume i 0.084 —50 —29 —0
Trend, traffic vohune 1 0.787 —36 —29 —20
Trend, regression to mean | (.098 -39 —14 +15
5 1,000 -3 —32 —25
Not stated Injury accidents  Traffic volume, regression to mean 2 0.103 —34 —4 —1i2
Trend, regression to mean 4 0.392 —22 ~ 16 —10
Trend, regression to mean, 3 0.5035 —7 +8 +7
accidenl migration
9 1.000 —1i3 9 -5
All types lajory accidents None 8 0052 —6&0 —55 — 50
Traflic volnme 5 0.054 —45 —39 -3
Trend 6 0.239 — 30 —28 —24
Regression to mean 3 0.041 —34 —26 —17
Trend, traffic volnme i 0.026 —42 —33 —23
Trend, regression to imezn 7 0.119 —22 —I7 -
Trend, accident migration 1 0.313 —6 -2 +2
Treud, rcpgression Lo mean, 3 0.133 -8 +& +7
accident migration
34 1.000 —20 —18 ~16

of accident experience, not just during the few years
that were the before period in their study. For other
locations, planniug took so fong that the number of
accidents had already regressed to a morc normal
levet when the safety treatment was carried out. In
general, prolonging the belore and after periods wiil
waler down the regression to the mean eflect, but not
remove it altogether (Nicholsou, 1988). On the other
hand, fong before and after periods enlarge the influ-
ence of general trends in accidents on the results of
a study.

The need to control for regression to the mean
iu before-and-after studies of safety measures intro-
duced at high accident locations can be deduced from

elementary statistical theory. Despite this fact, studies
that do not remove this important source of bias are
still published (see, for example, the papers by Wong,
1990 and Proctor, 1995).

The possibility of accident migration, and the
consequent nced to conirol for it, was first raised by
Boyle and Wright (1984). Their paper was criticized
for not conirolling for regression to the mean
(McGuigan, 1985). Subsequent papers by Maher
{1987, 1950) suggested that accident migration is a
statistical artefact, gencrated mainly by a combina-
tion of regression to the mean downwards of abnor-
mally high accident counts at trcated sites and
regression to the mean upwards of abnormally low
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Table 2. Weighted mean safcty ellects of some common blackspot treatments in junctions by confounding variables conlrolied

Percent change in accidents

Type of Canfounding variables Number of Proportion of Lower Best Upper
location Treatment controiled studies statistical weights 5% estimate o95%
Junclion Channelization None 3 0.324 —358 —52 —45
Traffic volume 3 0.138 —352 —4t —25
Trend i 0,193 — 5 — 4 —28
Trend, regression to mean 1 0.077 —24 +2 +37
Trend, accident migralion 4 0.268 —12 +2 +20
12 1600 —38 —-32 —-27
Hunction Four way stop Traffic volume H 0.020 —&5 —76 —64
Trend, regression to mean 2 0.609 —50 — 46 —4i
Trend, regression toc mean, 1 0.311 —-12 —2 +9
accident migration
4 1.000 —40 —36 -32
Tunction Traffic signals None { 0.025 —84 —70 —44
Trend 5 0.443 —56 wnf9 —40
Trend, regression to mcan 2 0.073 -2 +12 +62
Trend, accident migration 1 0.45% ~20 -7 +8
9 1.000 —36 —29 22
Tunction Traffic sipnal None 2 0.140 —50 —d4 —37
improvemenis
Trullic volume 1 0.024 —60 —47 —29
Trend 4 0.386 —-31 w26 —~21
Trend, regression to mean i 0.008 —26 +24 +98
Trend, accidenl migratioo H 0.442 - -3 +3
9 1.000 —24 20 —17
Junction Surface friction None i 0.630 —44 —35 —26
improveinent
Trend i 0075 -9 —68 —54
Traffic volume, regression to mean 2 0.285 —44 -3 —1i6
4 1.000 —44 —38 —31

accident counts at surrounding sites. The studies of
Persaud {1987}, Mountain and Fawaz (1989, 1992)
and Mounsain et al. {1992, 1994) have, however,
conirolled for regression to the mean, but nevertheless
find some support for a hypothesis of accident mipra-
tion. This raises the question of whether plausible
explanations of accident migration are known or can
be imagined.

Boyle and Wright {1984) proposed the following
explunation: “It can be hypothesized that where an
accident blackspot is treated, drivers will be subjected
to fewer “near-misses” at that site, and consequently
will be less aware of the necd for caution. This
reduced awareness may petsist for some distance
downstream, and consequently the risk of an accident
in the area surrounding the blackspot may bc
increased.” They do not produce any evidence to
support this hypothesis. Several considerations sug-
pest that the hypothesis is not a very plausible expla-
nation for accident migrution.

There seems to be an element of logical inconsis-
tency in the hypothesis. If it is true that exposure to
near-misses induces driver caution, and if, as the
hypothesis seems to assume, the number of accidents
is positively related to the number of ncar-misses, it
is difficult to see how an accident blackspot could
arise in the first place. If drivers experienced more

neay-misses before the blackspot was treated, their
ievel of caution at that site, ought, according to Boyle
and Wright, to have been higher before treatment
than after. This makes it difficult to understand how
{reating a blackspot could really reduce the number
of accidents at the blackspot itseif. Boyle and Wright
suggest that a reduced fevel of caution persists ‘some
distance’ downstreum, Why should tlus be the case,
if drivers continuously adapt their level of caution to
the number of near-misses they experience at any site?

The mechanism suggested by Boyle and Wright
rests on the assumption that the number of accidents
is related to the level of driver caution. The number
of near-misses is obviously one of the factors that
may influence the level of driver caution, but it is
unlikely to be the only factor, and perhaps not even
a very important one. In a study in Uppsala in
Sweden, Johansson and Naestund (1986) found that
there was no correlation at ali between the subjective
hazard ratings drivers gave fo specific locations in
the city and the accident experience at those sites,
The worst blackspots were not rated by drivers as
particularly hazardous; perhaps that is one the
reasons why these sites developed into blackspots. At
sites that werc perceived as hazardous, there were
few accidents because drivers were careful. The
perception of a site as hazardous was related to
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sight distance, traffic volume and driving speed.
Unfortunately, the study did not examine the influ-
etice of near-misses on subjective hazard ratings.

Persaud {19R7) suggests that changes in driver
expectancy may explain accident migration, when
most intersections in Philadelphia were converted to
four way stop control. Once four way stop control
became the norn, drivers started to expect drivers
entering from the major road in intersections with
two way stop controi to stop as well. Persaud does
not produce dircct evidence of such changes in driver
expectancy, but the changes observed in accident
counts for intersections with different types of traffic
control (four way stop, two way stop, traffic signals)
support the hypothesis.

It is not known if the mechanism suggested by
Persaud applies to blackspot treatinent in general. It
does not seem likely that every kind of treatment will
lead to sisnilar chanpges, or any changes at afl, in
driver expectancy. The signing of hazardous curves
may be a case in point. If hazard warning signs are
pot up in almost every cnrve, two things may happen.
One, drivers will not take the signs seriously and two,
the few curves wherc no hazard warming sign has
been put up will become more surprising and there-
fore perbaps more prone to accidents. But il the use
of hazard warning signs at curves is more restrictive,
such adaptations seem less likely to occur.

More research is clearly needed to establish more
firinly how real and widespread accident migration
is. The changes in driver perception, cxpectancy or
behaviour that may lead to accident migration have
to be studied more in detail before it can be concluded
that accident migration is a real phenomenon that
will occur often or whencver accident blackspots are
treated. The evidence presented in this paper is
inconclusive.

CONCLUSIONS

The main conclusions of the research reported
in this paper are:

{1) Based on before-and-after studies reporting large
reductions in the number of accidents following
road accident blackspot treatment, this is widely
believed to be a particularly effective approach
to road accident prevention. Some of these
studies arc simple before-and-after studies that
do not acconnt fer any of the confounding factors
known to affect the results of such studies.

(2) A meta-analysis of 36 before-and-after studies of
road accident blackspot treatment was performed
in order to determine how the degree of control
for known confounding factors alfected the
resulis of those studies. Four kanown confounding

factors were considered: (i) changes in traffic
votume, (i} general trends in the number of
accidents, (iii) regression to the mean and (iv)
accident migration, The logodds method of meta-
analysis was used.

(3) It was found that the results of before-and-alter
studies of road accident blackspot t{recatment
depend strongly on which of the confounding
factors studies control for. Large reductions in
the number of accidents, generally in the order
of 50-90%, were found in studies not controlling
for any confounding factors. The more confound-
ing factors studies controlled for, the smaller
were the effcets attribufed to blackspot treatment.
Studies simultaneously controlling for general
trends, regression to the mean and accideut
migration did not find any statistically reliable
effect of blackspot treatment on the number of
accidents.

(4) The need to contro! for changes in traflic volume,
general frends in accident oceurrence and regres-
sion to the mean in before-and-after siudies of
blackspot treatment is accepted by most research-
ers. Accident migration is a more coniroversial
phenomnenon, More rescarch is needed to deter-
mine how widespread accident migration is and
the mechanisms explaining it.
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Hoimskov and Lahrmaun {1993) Denmark Junctions; sections Yes Trend; regression
Gregory and Jarrett {19%4) Great Brtain Mot stated No Trend; regression
Mountain et al. {1994) Great Britain Not staled No Trend; regression; migration
Legassick (1995) Great Britain Sections Yes Trend
Proctor {1995) Great Britain Sections Yes None




198 R. Eivik

(Special Report 93).; Highway Rescarch Board, Wash-
ington, DC.

Flagstad, K. (1990} Fer-etter analyse av trafikksikkcrhels-
tiltak i Berpen. Hovedoppgave i samfcrdselsteknikk.
Trondheim. Norges Tekniskc Hepskole, Institutt for
sumlerdselstcknikk.

Fleiss, J. L. (1981} Statistical Methods for Rates and Propor-
tions. 2nd edn. John Wilcy and Sons, New York.

Forbes, T.W. {1939) The normal automobile driver as a
traffic problem. Jowrna! of General Psychology 20,
471-474.

Gregory, M. and Jarrett, D. F. (1994) The long-lerm analy-
sis of accident remcdial measures at high-risk sifes in
Essex. Traffic Engineering and Controel 35, 8-11.

Hammer, C.G. (1969} Evaluation of minos improvements.
Highway Research Record 286, 33-45,

Hathesly, L.W. and Lamb, D. R. (1971) Accident preven-
tion in London by road surface improvements. Traffic
Engineering and Control 12, 524--529.

Hatherly, L.W. and Young, A.E. {1977) The location and
treatment of urban skidding hazard sites. Transportation
Research Record 623, 21-28,

Haucr, E. {1980} Bias-by selection: Overestimation of the
effectiveness of safety couniermeasures cansed by the
process of selection for trcatment. decident Analysis aid
Prevention 12, 113-117.

Hauer, E. (1986) On the estimation of the expected number
of accidents. Aecident Analysis and Preveniion 18, 1-12.

Hauer, E. (19913 Comparison proups in road safety studics:
An analysis. Accident Analysis and Prevention 13,
609622,

Haner, B. (1992} Empirical Bayes approach to the estima-
tion of *unsafety”; The multivariate rcgression
approuch, Aecident Analysis and Prevention 24, 457-477.

Hauer, E. (1995) On exposure and accident ratc. Traffic
Engineering and Control 36, 134-138.

Hauer, E. {1996} Identification of “sitcs with promse”.
{Paper 960995).: Transportatinn Rescarch Board, 75th
Annual Meeting, Washingion, DC.

Haver, E. and Persaud, B, N. {1983} Common bias in
before-and-afier accident comnparisons and its efimina-
tion. Transportation Research Record 905, 164--174.

Holmskov, O. and Lahrmann, H. (1993) Er sortpletbekzm-
pelsc vejen frem? Dansk Vejtidsskrift 2, 3-9.

Hvoslef, H. (1974) Trafikksilkerhet i Oslo. Problemstilling,
analyse ox losninger. Oslo veivesen, Oslo.

Institution of Highways and Transportation (1990) Guide-
lines for Aecident Reduction and Prevention. Intcrnu-
tional Edition. London,

Johansson, R. and Naesiund, A-L. {1986} Upplevd och ver-
klig olyckssisk-—mojligheter tilt pdverkan. (TFB-rapport
1986:18). Transportforskningsberedniugen, Stockholm,
Sweden,

Jorgensen, E. {1979) Sikkerhedsmassig effckt al mindrc
antegsarbejder. Eilektstudie. Nmstved, Vejdirektoratet,
Sekrctariatet for Sikkerhedsfremmende Vejloranstalt-
ninger (SSV).

Karr, J. L (1972) Evaluation of minor improvements—part
8, prooved pavements. Final Report. (Report CA-HY-
TR-2151-4-71-00). Cafilornia Division of Highways,
Sacramenio, CA.

Kolster Pedersen, S., Knlmala, R., Elvestad, B., Tvarsson,
D. and Thurcsson, L. (1992) Trafiksikerhetsdtparder i
Vig-och Gatumilié. Exempci himtade frin de nordiska
linderna under 1980-talel. Nordiske Scminar-og

Arbejdsrapporter  1992:607. Nordisk
Ministerrad.

Lalani, N. (1991) Compschensive safety prograin produces
dramatic resnlts. ITE-Joyrnal 61 (10}, 31-34.

Lepassick, R. (1995) The casc for routc studies in road
traffic accident analysis investigations. Paper presented
at the Conference on Strategic Higlway Research Pro-
gram and Traffic Safery, Pragne, The Czech Republic,
Preprint for Sessions 2179,

Lovell, I. and Hauer, E. {1986) The safety cfect of conver-
gion to all-way stop coutrol. Transportation Research
Record 1068, 103-107.

Maher, M.J. (1987) Accident migration—a statistical expla-
nation. Traffic Engineering and Control 28, 480-483.
Mauher, M.J. (1990} A bivariate ncgalive binomial modcl
to explain traffic accident migration, Accident Analysis

uid Prevention 22, 487-498.

Maio, A. F. {1967) Signal modernization. In Inproved
Street  Utilization  Through  Traffic  Engineering,
pp. 96-113. {Special Report 93). Highway Research
Board, Washington, DC.

McGuigan, D.R.D. (1985) Accident “migration”—or a
fight of fancy? Traffic Engineering and Control 26,
229-233,

Mountain, L. and Fawaz, B. {1989} The area-wide effects
of enginecring measures on road accident occurrence.
Traffic Engincering and Control 30, 355-3060.

Mountain, L. and Fawaz, B. (1992) The ellects of engineer-
ing measures on safety at adjacent sites. Traffic Engincer-
ing and Confrel 33, 15-22.

Mountain, L., Fawaz, B. and Sineng, L. (1992) The assess-
ment of changes in accident frequencics on link seg-
ments: a comparson of four methods. Traffic
Engineering and Control 33, 426-431.

Mountain, L., Fawaz, B.,, Wright, C., Jarrcti, D. and
Lupton, X. (1994) Highway improvements and muinte-
nance: their effects on road accidenis. Paper presented
at the 22nd PTRC Summar Amma] Meeting, Proceedings
of Seminar ¥, pp. 151-161.

Nicholson, A. (1988) Accident count analysis: the classical
and altcrnative approaches. Proceedings of Session 2,
Models for Evaluation, Traffic Safety Theory and
Research Methody, Amsterdam, The Netherlands.
SWOV Institule for Rouad Safety Research.

OECD Road Research Group {1976} Hazardous Roud
Locations. Fdentification and Countermeasires. QECD,
Paris.

Persaud, B.N. {1987) “Migration” of accident risk after
rcmedial blackspot treatment. Truffic Engineering and
Control 28, 23-26.

Proctor, S. (1995) An independent review of 3M “Road
Safcty” prodncts. Paper presented at the Conference on
Strategic Highway Research Program and Tvaffic Safety,
Prague, The Crech Republic. Preprint for Sessions 22/9.

Retting, R. A. (1991) Improving Urbun Traffic Safery: A
Multidisciplinary Approach, Experiences Frons New York
City 1983—1989. Prepared in conjunction with the Volvo
Traffic Safely Award 1991, Thompson Printing,
Bellevilic, NI.

Rossi, P. H. and Freeman, H. E. (1985) Evaluation. A Sys-
fematic Approuch, 3rd edn, Sape Publications, Beverlcy
Hills, CA.

Statens vegvesen { 1983) Veiledning. Hdndbole 113. Analyse
av ulykkessteder. Statens vegvesen, Oslo.

Sarensen, M. (1991) Forseg med s®rlig afmerkning af
uheldskryds, Dansk Vejtidsskrift 5, 17-19.

Kobenhavn,



Paper 6






Perganton

Avvid. Anal ad Prev,, Vol. 3, Mo, 2, pp. 255-266, 1998
1 198 Elsevier Setence Lid

Al righis reserved. Printed in Greag Britatn

061 -4575/98 $19.08 + 0.00

PII: SU001-4575(97)00076-6

EVALUATING THE STATISTICAL CONCLUSION
VALIDITY OF WEIGHTED MEAN RESULTS IN
META-ANALYSIS BY ANALYSING FUNNEL
GRAPH DIAGRAMS

Rung ELvik*®

: Institute of Transport Economics, P.O. Box 6110, Etterstad, 0602 Oslo, Norway

{Received 2 Jamuary 1997; in revised form 2.5 July 1997}

Abstract—The validity of weiphted mean resulis estimated in meta-analysis has been crilicized. This paper
presents a set of simple statistical and graphical techniques that can be used in meta-analysis to svaluate
common points of criticism. The graphical techniques are based on funnel graph diagrams, Problems and
technigues for deuling with them that are discussed include: (1) the so-called ‘apples and oranges’ problem,
stating that mean results in meta-analysis tend to gloss over important differences that should be highlighted.
A test of the homogeneity of resulls is described for testing the presence of this problem. If results are highly
heterogencous, a random effects model of wnefu-analysis is more appropriate than the fixed cffects model of
analysis. {2) The possible presence of skewness in a samplc of resuits. This can be tested by comparing the
mode, median and mean of the results in the sample. {3) The possible presence of more than one mode in a
sample of results. This can be tested by forming a frequency distribution of the results and cxamining the shape
of this distribution. (4) The sensitivity of the mean to the possible presence of atypical resuits {outliers) can be
tested by comparing the overall mean Lo the mean of all resuits except the one snspected of being atypical. (5}
The possible presence of pnhlication bias can be tested by visual inspection of funncl graph diagrams in which
data points have been sorted according fo statistical significance and direction of effect. (6) The possibikity of
underestimating the standard error of the mean in meta-analyses by using muitiple, correlated results from the
same study as the unit of analysis can be addressed by using the jack-knife technique for estimating the
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INTRCDUCTION

Meta-analysis i3 increasingly applied to summa-
rize evidence from evaluation studies in road safety.
Recent applications include a meta-analysis of road
safety mass media campaigns {Elliott, 1993), a meta-
analysis of methods used in studies of efforts to
control drinking and driving { Wapenaar et al,, 1995)
and meta-analyses of studies that have evaluated the
safety effects of guardrails (Elvik, 1995} and daytime
runging lights (Elvik, 1996). All these studies include
weighted or unweighted estimates of the mean effect
on safcty of the interventions studied. A common
objection to analyses cstimating mean gesulis from
several studies, is that these meun results tend fo

*Tak 00 47 2257 3800; Fax: 0047 2257 0290; c-mail: rune.
elviki@toi.no
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inappropriately mix resuits that are systematically

different and should be kept apart. This argument is

known as ““the apples and oranges argument” {Glass

et al., 1981}.

Other objections 1o meta-analysis include:

(1) the pubtlication bias argument, stating that most
meta-analyses rely on published studies only and
are therefore vulnerable to publication bias;

{2) the outlier bias arpument, stating that estimates
of mean effects in meta-analyses are sensiiive
to outliers;

(3} the inflated sample size argument (Bangert-
Drowns, 1986), stating that meta-analyses based
on muitiple results from each study tend to
overstate true sampie size and nnderstate the
uncertainty of the mean result.

All these criticisms cast doubt on the statistical con-

clusion validity of mean results in meta-analysis. The

statistical conclusion validity of a mean resnit denotes
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the extent to which it is unbiased and representative
of the sampie of results it applies to (Cook and
Campbell, 1979).

This paper presents a sct of simple statistical and
graphical techniques thal can be used in meta-analysis
to assess the strength of the various threats to statisti-
cal conclusion validity discussed above. The tech-
niques are ilinstrated by means of a sample of road
safety evaluation studies relying on the logodds
method. These studies have evaluated the eflects of
headrests in csars on the probability of injnry in
rcarend crashes (O'Neili et al,, 1972; States et ai,
1972: McLean, 1974; Cameron and Wessels, 1979;
Kahane, {982; Nygren, 1984; Nygren ct ai, 1985).
The results of the studies have been synthesized by
means of the lopodds method of meta-analysis. For
an introduction io the lopodds method of meta-
analysis, the rcader is referred to Fleiss (1981), Fleiss
and Gross (1991) and Shadish and Haddock (1994).
See also Appendix A.

THE ANALYSIS OF FUNNEL GRAPH
DIAGRAMS

It is instruciive to start any meta-analysis by
preparing a funnel praph diagram (Light and
Pillemer, 1984). A Funnel graph diagram is a scatter
plot of results. The abscissa measures the valuc of
each result, in terms of the size of the change in the
dependent variable, for example, the percentage
change in the number of accidents or mjuries. The
ordinate measures the sample size each result is based
on, for example, the statistical weight of each result
in meta-analyses using the logodds method. Figure i
shows a Funnel graph plot of 30 resuits of the studies
that will be used in this paper to illustrate the
statistical techniques that are presented. The nuinber
of results are preater than thé number of studies, us
some studies contain multiple resuits,

Even a cursory visual inspection of a funnel
graph diagram can give nsefui information. Looking
at the diagram presented in Fig. 1, it is apparent that
there is greater variation in estimates of effects based
on small accident samples {as measured by statistical
weight) than in estimates bascd on larger accident
samples. The estimates bascd on large accident
samples (statistical weight ol >400} all lie between
the values of 0,7 {i.e. 30% reduction in the probability
of injury) and 1.0 {i.e. no change in the probability of
injury). A weighted 1ncan estimate of the effect of
headrests on injury probability would therefore seem
to make sense.

To evaluate the criticisms presented above, how-
ever, formal analyses are needed. More specifically
the foliowing techniques can be applied;

(1) weighting results according to a fixed effects
model or a random effects model, depending on
the outcome of a statistical test of the homo-
geneity of results;

{2} assessing skewness in a sample of results by
comparing the weighted mean, the median and
the modal value of the results;

(3) assessing the modality of a sample of results by
means of identifying the general shape of the
distribution of results based on a funnel graph
plot;

{4) assessing the sensitivity of resuits to outlier bias
by means of identifying the contribution of outly-
ing data points to the estimated weighted mean;

(5) assessing publication bias by examining the con-
tribution to a funnel graph plot of significant
and non-significant data points in different
dircetions;

{6) assessing the uncertainty of the weighted mean
by means of the jack-knife technique for eliminat-
ing multiple resuits of the same study (Mosteller
and Tukey, 1968).

TESTING THE HOMOGENEITY OF
RESULTS

As noted in Section 1, one of the most common
objections to meta-analysis is that it produces non-
sensical mean effects based on highly heterogeneous
samples of resulis. An easy way of evaluating the
relevance of this arguinent, s to produce a graph of
resnits, derived [rom a funnel graph, in which resuits
arc listed chronologically on the ordinate, and the
95% confidence interval of each result is displayed.
Figure 2 shows such a diagram for the 30 resuits that
arc represented in Fig. 1.

in Fig. 2, one may assess the amount of system-
atic variation in study results by looking at the degree
of overlap between the confidence intervals. It is
readily seen that there arc systematic dilterences. For
example, the confidence infervals of results number
11 and 13 do not overlap. Results number 13 and 22,
both of which have very smail confidence intervals,
also differ significantly from each other.

A Tormal test of the homogeneity of results is
presented in Appendix A. The use of this test is
iflustrated in Table 1. Table | shows a x* analysis ol
the homogeneity ol the results with respect to effects
of headrests on the probability of injury in rearend
colligions,

Tabie | shows that there is a significant amount
of heterogeneity in the 30 results. The overall cflect
of headrests is statistically significant at 5% level, The
first partitioning of the results refers to the type of
effect studied. Most resulis, 28 of a total of 30, refer
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Fig, 2. PloL of results of studies that have cvalnated the elfects of headrests in cars on injury probahility and the confidenee interval of each
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to the effect of having a headrest in the car versus nificantly heterogeneous, further partitioning of the
not having one, Two resuits compare adjustabie and data is not feasible, since the y* for homogencity is

fxcd headrests. Although these two resuits are sig- not defined for a single study.
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Table 1. ¥ (est of homogeneity of results of studies that have evaluated the cffects of headrests on the probability of injury

¥ for homogeneity ¥ fur association

Number of Deprees of 5% Degrees of 5%

Sample strotificalion Values of stratifying variable resulis Vifue freedom  significance  Value freedon  significance
Al resulits All values 30 143,364 29 S 104.004 I S
Type of comparison Headrest versus no hendrest 28 116919 27 S 91.887 I S
Adjustable versus Rxed headrest 2 6,309 | S {2.253 i s
Injury scverity for Fatal injurics 7 12.203 & 8 2,125 i NS
headrest versus none Non-fatal injuries not specified 4 4718 3 ) 94.601 ! 5
Non-tatal neck injuries 17 46,426 16 5 28.333 I 5
Fatal injurics lor Defore-and-alter study—type i 6 10.373 5 NS 4950 i S
headrest versus none Hefore-and-after study---type 2 i Not defined for a single study 0.004 i NS
Non-fatal injuries for Case control studies 2 23,0620 ! S 90.676 ] 5
headrest versug none Before-and-alter studies 2 0.000 1 NS 25.022 13 S
Neck injuries for Case vonlrol studies 7 31,673 & 5 20417 ] S
headrest versus none Before-and-after studies i0 12,245 g NS 8.454 i S
Neck fnjuries for Diriver injuries 2 0,073 1 NS 17.357 I 5
case-control studies Driver and passenger injuries 5 19215 1 5 7445 ] S
Driver and passenger neck Adjustable headrests 2 0.001 i NS £.395 i NS
injuries for cuse-conirol Fixed headrests i Not defined for a single study i s
sludies Type of headrest not specificd 2 17.9323 H $ 0.001 I 5

By successively partitioming a sct of resuits info
smailer subsets as shown in Table 1, it is to some
extent possible to avoid mnixing rcsults that differ
significantly from each other. But Table 1 also shows
the limitations of the y* test of the homogeneity of
resuits, Tn this comparatively smail data set of 30
resuits, seven successive partitionings of the results
were needed {o account for all sources of systematic
variation in results that were included in the study.
The moderator variables were considered one at a
time, not in conjunction, as one would in a muitivari-
ate analysis.

A sct of results wili fail the homogeneity test il
there is systematic variation beiween the results in
the sct. It one were fo go strictly by the results of
this tesf, presenting mean results from a number of
sindies would make sense only if the varation in
results was purely random. This criterion of homo-
geneity is likely to be too stringent in accident
research. The effects of a certain safety measure on
accident occurrence or injury severity is no doubt
influenced by a large number of factors. However, as
argued by Hauer (1991), the belicl that one has to
account [or all these factors before anything can be
concluded with respect to the effects of a measure,
quickly {eads to paralysis. In the first place, onc will
never know ali the moderating factors. In the second
place, apparently systematic variation in results can
be generated not just by truly moderating lactors,
bu{ aiso by statistical artifacts like incomplete or
inaccurate accident reporting, whose effects cannot
be separated from those of the true moderator
variables,

To the extent that there is a larpe amount of
syslematic variation in a set of results, i may be
more appropeiate to adopt a random effects model
for estimating the weighted mean and its standayd
error, The basics of the random effets model are
shown in Appendix A. Appendix B shows how apply-
ing the random eflects mode! to the headrest data
affects the statistical weights assigned to each result
and the weighted mean, The random effects inodel
leads to a considerable [atiening of the statistical
weights. Moreover, it shilts the value of the weighted
mean towards an unweiphted mean. The standard
error of the mean becomes preater, since the value of
the statistical weights is considerably reduced. In the
headrest data, the sum of the statistical weights is
6029 in the fixed effects mode} and 765 in the random
effects model.

TESTING SKEWNESS IN ASAMPLE OF
RESULTS

If a set of results is highly skewed, a mean result
can be misteading in the sense that a large majority
of the resuits may lie to one side of the mean value.
Testing for skewness in a set of results from evaluation
studies is easy in a funnel graph diagram. Figure 3
shows an example of such a test for the 30 resulis
plotted in Fig. 1, using (ixcd effects statistical weights.

In a distribution skewed to the left (with a longer
tail to the right than {o the left), the inode will be
smalfer than the median, which in turn wiil be smalier
than the mean. In a distribution skewed fo the right,
the converse applies, In Fig, 2, the weighted mean is
0,877 (i.e. a 12,3% reduction in the probability of
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Fig. 3. Weighted mean, median and mode of resnlts of studies that have evaluated the effects of headrests in cars on the probability of
injury.

injury; shown be the solid vertical line), the weighted
median (the resuit that divides the sum of statistical
weights for all resulfs into two equal parts; shown by
the spaced line) is 0.894 and the mode {the result
with the larpest statistical weight; shown by the dotted
line) is 0.896, This indicates a very slight skewness fo
the right, but the mode, median and mean dc not
difler significantly from each other. In this case, the
mean is 2 good summary of the central tendency in
the sample of results.

TESTING THE MODALITY OF A
DISTRIBUTION OF RESULTS

The modality ol a distribution denotes the
number of humps in it. A distribution with just one
hump is unimodal, a distribution with two humps is
bimodal, etc. In multimodal distributions, it is nsuaily
more informative to estimate a mean for cach mode,
not just an overafl mean that pastes over ali modes.
Based on a funnel graph diagram, it is casy to
determine the modality of the distribution of results,

Fipnre 4 shows a frequency distribution of
resuits, based on their statistical weights (fixed eflects
model), compiled from the funnci praph plot of
Fig. 1. The concentration of results around the
weighted mean value {0.877) is clearly visible. The
distribution is unimodaf and slightly skewed {o the
left (with a tail to the right}.

A Frequency distribution based on the number
of results, rather than their statistical weights, is
similar to the one presented in Fig, 4.

TESTING THE SENSITIVITY OF THE
MEAN TO OUTLYING DATA POINTS

Any sample of resnlts contains extreme data
points, The extreme data peints will, however, not
necessarily bias the mean, In the first place, if the
extreme data points are symmetricaily distributed
between the two tails of the distribution, they will
tend to cancel out cach other. In the second place,
extreme data points tend to be based on smaller
statistical weights than less extreme data points and
will therefore confribute fess to the mean.

How, then, is the outlier bias argument given in
the introduction to be interpreted? Bias can be intro-
duced if a single data point significantly affects the
mean. An outlying data point will therefore be defined
as any data point that significantly affects the mean
value ol a sct of resuits. In order to determine if a
set of resuits contains ontlying data points in this
sense, the influence of each data point on the mean
can bc assessed by omitting it and estimating the
mean based on the remaining g— ! data points. If
the omission of a data point leads to a significant
change in the estimate of the mean, the omitted data
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point will be defined as outlying. Figure 5 shows the
upper and lower 95% confidence fimits for the meau
of the 30 data points in Fig. 1, according to a fixed
effects model, estimated by successively omitting cne
data point. :

The boldface horizontal linc shows the overall
mean, based on all 30 data points. It is seen that the
overall mean lies within the 95% confidence limiis of
all the estimates based on 29 data points, except one.
The case in point is, however, a borderline case. The
95% confidence limits of the overall mean, which arc
not shown in Fig. 5, partly overiaps the 95% confi-
dence limits of the cstimates of the inean of g—1
data points. The general impression from Fip. 5 is
that the mean is very stable and hardly alfected by
the omission of any single data point. This shows
that there is no ouilier bias in the mean of this
distribution.

THE POSSIBLE PRESENCE OF
PUBLICATION BIAS

Light and Pillemer (1984), who introduced
funnel graph diagrams as an element of meta-analysis,
argue that one can find indieations of publication
bias by carefulty studying such diagrams. They distin-
puish between two forms of publication bias. One
form of publication bias oceurs when results that are
not statistically significant are less likely to be pub-
lished than results that are statistically significant.

The other form of publication bias occurs when
resuits that are regarded as ‘unfavourable’ or ‘negu-
tive’ (for example, resuits showing increases in the
number of accidents or injuries) are less likely to be
published than results that are regarded as desirable.
If any of these forms of publication bias are present,
they can affect the shape of the distribution of data
points in a funne! graph. Bias against statistically
insignificant results will fend to give the funnel graph
a hollow core, with few data points. Bias against
results in a certain direetion will tend to cut off one
of the tails of the funnel graph.

In the absence of direct evidence, it is of course
impossible to know the extent to which the results
shown in a funnel graph are affected by publication
bias. One cannot know what a funne! graph would
look like if it confained the resuits of every study
that has even been made, published as welf as unpub-
lished. It is, however, possible to gct a benchmark
for an informal judpement by preparing a funnei
graph in which a distinction is made between four
categories of data points;

{1) data points showing a sigmficant reduction;

{2) data points showing an insignificant reduction;
{3) data points showing an insignificant increase; and
{4) data points showing a significant increase.

Fig. & shows such a funnei graph for the 30 data
points in Fig. 1.

By counting the number of data points in these
four categories, it is possible to make an informal
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assessment. Figure 6 contains 19 data points that are
not statistically significant. The fact that 19 out of 30
data points were not s{atistically significant indicates
that there is no strong bias against insipnificant
resuits. By the same foken, the fact that 10 out of 30
data points indicated an adverse safety effect of

headrests hardly suggests the presence of a strong
bias against unwanted results. Although indications
like these Fall short of hard evidence, they are perhaps
sufficiently clear to point towards the conciusion that
these data do not seem to be strongly aflected by
publication bias.
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ASSESSING THE UNCERTAINTY OF A
WEIGHTED MEAN RESULT BY MEANS
OF THE JACK-KNIFE TECHNIQUL

Multipfe results from the samnc study tend to be
correlated. This means that g resuits originaling from
n studies, when g>n, are likely to vary less than g
results originating from g studies will. Including
muitipie, correlated results from the same study in a
meta-analysis may lead to an undcrestimate of the
uncertainty of the mean resuit. Mosteller and Tukey
(1968) have proposed using the so-called jack-knife
technique to deal with this problem. Apptication of
this technique to meta-analysis, is equivalent to basing
the analysis on weighted mean resuits within each
study, rather than on the original, multiple results of
each study. Appendix B shows the application of the
jack-knife technique to the headrest data set. Table 2
compares the weighted mean and its standard error
for four models of analysis:

(1} fixed eflects, nsing all resuits;

(2} fixed effects, applying jack-knifed results;
(3) random eflects, using all results; and

(4) random effects, using jack-knifed results.

The choice of model of analysis is seen to aflect
both the weighted mean and its standard error. Using
jack-knifed data does not affect the value ol the
weighted mean, but feads to a larger standard error.
The standard error of the mean is more than six
times greater for the random effects model with jack-
knifed data than for for fixed cffects model using
all results.

Whereas the choice between a fixed effeets and
a random effects model of analysis can be based on
the results of the homogeneity test, no similar test is
avaitable for determining whether muitiple resulis
fron the same study are foo highly correiated to be
treated as independent in a meta-analysis. In fact, the
meaning of the term ‘correlated’ is not perfectly clear
when it comes te multiple resulis from the same
study. Correlation usuaily refers to the relationship
between variables X aud Y, not to the relationship
between resuits t aud 2 from the same study. It is
important to distinguish between cases in which

multiple results from a study simply happen to coin-
cide to u high degree, and cases in which there are
features of the study design that create dependency
between the results of the study, An example of the
latter would be a study in which variables 4, B, C
and D are all derived from the same theoretical
concept and intended to capturc jts empirical referent.
Another exampie would be a study using muitiple
dependent variables, in which, for example, variable
C is defined in terms of variables A4 and B. In this
case, resulis applying to variable C are likely to be
correlated with those applying to variables 4 and 5.
A third case would be a time-scries analysis, in which
multiple measurements of the same variable are auto-
correlated. While the presence of correlation between
multiple results of the same study can be tested in
these three cases, it may seem overly conservative to
opt for a jack-knife technique of analysis whenever a
significant correfation is found.

DISCUSSION

Generalization is one of the basic characteristics
of tesearch. This characteristic is particularly promi-
nent in meta-analyses, which attempt to draw gencral
conclusions based on formal analyses, often involving
a large number of studics made over an exfended
period of time, very often in different countries and
by means of different research methods. Can the
results of studies that differ in these and a number of
other ways be generalized at all? Critics of imeta-
analyses have pointed out a number of problems in
generalizing, in the form of weighted or unweighted
estimates of the mean resuit, the results of studies
that differ in important respects.

A mean result is generally regarded as a meaning-
ful summary of a set of results if: {a} the spread of
results around the mean is ‘weil behaved”: and if (b}
the reported results are not known to be a hiased
sample of the type of studies that the results refer to.
The extent to which condition {a) is met, can be
determined by testing:

Table 2, Weighled mean cffect of headrests on injury probability according to the fixed effects and random effects models of analysis

Eilect of headrests on probability of infury
(1.00=no efleci; < 1.00=reduction)

Treatment of muitiple results

Size of ?5% conlidence

Model of analysis from same study Lower 93% Best estimate Upper 95% intervat

Fized cffects All resuits juchuded 0.855 0.877 0.899 0.044
Results jack-knifed 0,841 0.877 0.918 0.077

Random cfleets AN results included 0.853 0.3 0.983 0.130
Results jack-knifed 0,794 0,945 1.674 0.280
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{1) the skewness of the distribution to which the
mean applies;

(2) the modality of the distribution fo which the
mean applies; and

(3} the sensitivity of the mean to outlying values,
that is to results that are highly atypicai of the
distribution,

Simple ‘methods for testing these characteristics of

the set of resilts to which weighled mean resuits apply

have been presented in this paper.

A more stringent interpretation of the condition
of well behavedness requires that the distrihufion of
results around the mean should contain random,
sampling variation onfy. The extent o which this
condition is met can be tested in meta-analysis by
using the ¥* test of homogeneity proposed by Fleiss
{1981}, It seems too stringent to say that a mean
makes sense only if it applies to a sample containing
random variation exclusively. Surely, it makes sense
to say that the mean daily temperature in Oslo in
January is jower than in June, although there will
normally be systematic (ie. larger than random)
variations in daily temperaturcs in both months.
Glass et al. {1981) are entirely correct in poinfing
out that the ‘apples and oranges’ argument made by
critics of meta-analysis is inconsistent, How can critics
know that there are, {o stick to their mnetaphor, both
apples and oranges in a samnple of results? ¥ is only
as a result of a detailed and systematic review of the

studies, that is only by means of a meta-analysis, that

such a conciusion can be justified. The presence of
sysiematic variation in a set of resnits does not
necessarily make a weighted tnean meaningless, but
suggests that using a random effects model of analysis
is more appropriate than using a fixed effects model
of analysis.

The condition that the sample of reported
resuits should not be known to be a biased sampie
of the studies that have been made (condition b)
may appear too weak, It would of course be better
to know that a sampie of results was representafive
of all studies made, or betfer yet, that it contained
all studies ever made. It is, howcver, rarely possible
to know this. For many subjects, liferally hundreds
of studies have been made. No approach to scarch-
ing the literature can guarantee the retrieval of
every study, published as well as unpublished, that
has ever been made about a subjeci. Meta-analysis
will never be able io exclude the possibility of
publication bias and must try 1o account for it as
best it can, The inspection of funnel graph diagrams
is one of several methods for assessing publication
bias. It is not a formal test, but it does give an
indication.

Finally, as far as the issue of correlation between
multiple resuits of the same study is concerned, the
concept would appear to make sense only when:

(1} a study uses multiple dependent variables, thal
are conceptually or empirically related; or
{2} multiple mcasurements have been made of the
same dependent variable.
The concept of corrclation between multiple results
of the samc study makes less sense when applied to
a data sel of the sort uscd for illustration in this
paper. When festing the presence of correlation
between multiple results of the same study, it is
essential to take account for the fact that a certain
amount of correlation can be expected to arise from
chance alone,

CONCLUSIONS

This paper has presented a set of simple statistical
and graphical technigues of analysis that can be used
in meta-analysis to assess the strength of a munber
of criticisms that have been made against summariz-
ing the results of a number of studies in terms of a
weighted or unweighted mean result. More specifi-
cally, the following problems and associated tech-
niques for dealing with them have been presented.
(1) The presence of significant heterogeneity in a

sample of results can be tested by ieans of the

%% test for homogeneity, and a random effects

model of analysis adopted if results are highly

heterogeneous,

{2} The presence of skewness in a sample of resuits
can be tested by comparing the mode, the median
and the mean of the sample.

(3) The modality of a distribution, that is the number
of humps in the distribution, can be assessed by
compiling a frequency distribution of the resulls
and cxamining its shape.

{4} The sensitivity of the mean to atypical results
{outliers) can be tested by removing one result at
a time, cstimating the mean ol the remaining
g—1 results and comparing it to the mean ol all
g resuits.

(5) The possible presence of publication bias can be
assessed by visual inspection of funnel graph
diagrams in which data points have been sorted
according to statistical significance and dircction
of effect.

{6} The uncertainty of a mean result based on g
results from # studies, when g > #, can be assessed
by means of the juck-knife technique.

Brief illustrations taken from road safety evaluation

sludies arc given for ali these techniques.
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APPENDIX A

Muathematical appendix

Notation

¥ result § expressed in terms of the natural fogarithm of the
odds ratio

Wy the statistical weight of result /, estimated by Lfy;

B the variance of result §

£ the number of results

" the number of studics

Weighted mean effect in the fixed effects model of meia-
analysis The weighted mcan effect based on g results is estimated
according Lo

)

): (LA

;"=em(‘=; ) )]
> ow
=3

. where exp denotes the exponential function. The vamnance, v, of

each result is estimated by:

T S N1
bi=—+—+—-+— {23
4 B C D
where 4, 8, Cand D are the fonr numbers thal enter the calculation
of the odds ratio, and the statistical weight, w;, of cach resull is
ife.
Statistical test of homogeneity of resulis The extent fo which
the various y, resulls difter from zero (i.e. no association, or no
cilect) can be assessed by cstimating:

x
Zfam: Z Wiyt (3}
=1
This test statistic has a »* distribution with p degrees of freedom.
To determine the presence of systematic vuriation in the y, effects,
the #* can be pariitioned into two components:

x:zotul = I}me .74 + Iissuc (4)

The quantity X2, ., essentially measures the presence of system-
atic variation between the g measnres of eflect, and the quantity
37 s0e A5sESSES Lhe sipnificance of the weighted mean effect. The two
components of the ¥ are estimaled as follows:

r 2
x%:um ag = Z w’f()"i _P) (5)
, =t
which is y? distributed with g— I degrees of freedom (df ), and:

Toee= ————— {6)

which is y* distributed with 1 df,

Statistical weights in the randam effects maodel of etu-
anafysis [T the test of homogeneity shows that there is & large
systemalic variation in study results, one cun account for this when
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combining resulls by adding o systemintic variance component (o
the variance of ench result used in determining the statisticul weight
ol that result;

vy =0k o, (N

in which o7 is the systematic varkinee component, The estimator
of the systematic varinnee component [Shadish and Haddock
{ 1994), Equations { [8)-(23}] is:

d§=[xf.om Ds”{g—l)J!t’ (8)

in which ¢ is estimaled according to:

g 1 z
e=Y w,-—[ Y Wiy n{l {9y
i=L =1 i=t
‘The statistical weight of each resnlt in the random effects model
is 1/u;. Application of a random eilects model feads to a consider-
able Mattening of the statistical weights, see Appendix B, The
weighted mean if & random effects madel may be closer to an
unweighted mean of the resnlts than Lo the weighted mean of a

fixed eflects model,

The jack-kaife techmigue of conthining multiple results from the
supie siudy Assume that z stndics have yielded g resnlts, and thal
g n, that is, at least one study has multiple resnits. To the extent
that multipte results from the same study are stochasticaily depen-
dent on each other (correlaled), the variance of the g resuits may

be swalter than the variance of i results, An artifactuat shrinkage
ol the variance, due (o mubtiple, correlated results rom the same
study, can be eliminated by sneans of a juck-knifed estimate of the
mean and a corresponding jack-knifed estimate of the standard
error of the mean. A juck-knifed estimate of the mean is obtained
by taking the mean of pseudovalues, The pseudovalues ave defined
by:

Yaj=HPa—n— Py ()

where » is the number of studics, §yy, is the overall mean and p,;
is the psendovalue for each study. A pseudovalue is essentially the
diflerence between the overall mean and the mean of all studics
minus one. When applying the jack-knife lechnique to meta-
analyses refying on the logodds method, the pscudovalues are
identicat to the weighted mean result for each study.

The lower and upper 95% confidence interval for the standard
error of the jack-knifed estimate of the mean, can be estimated by
Mosteller and Tukey {1968) {p. 135}

95t = 3. (“'u" ) w.—){exp[(w.-y;)ﬁw]—L%NE}
i=1 E=1 "

(i)

and the corresponding npper 95% confidence interval is estimated
by adding 1.96. (Othenwise the [ormuia is identical.

APPENDIX B — see next page
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Abstract—The peer rcview system of scientific journajs is commonly assumed to prevent seriousty flawed
research from getting published, This paper compares the quality of 44 road safety evaluation studies published
in peer reviewed journals to the quality of 79 evalutation studics dealing with the same safety measures, but
not published in peer reviewed journals, in terms of seven criteria of study validity. Studies were scored for
validity in ferms of (1) sampling iechnique, {2) total sample size, (3) mean samptle size for each resuft, (4}
specification of accident or injury severity, (5) study design, {6} number of confounding factors controlled and
(7) number of moderator variables specified. Confounding factors are all lactors that distrurb the attribution
of a causal relationship betweeu the safety measure being evalutated aud the observed changes i safety,
moderator variables arc all variables that influence ihe size of the effcct of the safety measurc. Very few
statistically reliable differences in study validity were found between studies published in peer reviewed journals
and stidies not published in such journals, There was, at best, a weak tendency for studies published in peer
reviewed journals to score higher for validity. An interaction was found between author affiliation and type of
pnblication with Tespect to study validity. Studies published in peer reviewed journals by authors who were at
a university scored highest for validity. For a number ol reasons, this study must be regarded as exploratory
and s results as judicative only. The siudy does, however, point to a line of ressarch that might be worth
Pursuing in larger and more rigorous studies. © 1998 Elsevier Science Litd. All rights reserved

Keywords—Road safety, Evaluation study, Study validity, Peer review, Scientific journal

INTRODUCTION as true was the knowledge passed on from the ancients
and made belicvable by uncritical repetition.”
Remarks to the same cffect have been made by
Leonard Evans {1991, p. 379): “Increasing the impor-
tance of peer-reviewed literature is the most clfective
way to discard the plethora of nonscientific resolts
which overwhelm this field. The value of many papers
is very negative; not only do they spread misinforma-
tion, but they may oblige competent rescarchers to
squander their time refuling nonsense.” Adding that
“the peer-review system is subject to all the fraiities
to which humans suceumb”, Evans nevertheless con-

Can the findings of studies that have evaluated the
effects of, for cxample, a traffic safcty measure, be
trusted? Some of the most prominen{ researchers in
road safcty bave argued that many studies are fataily
flawed and ought to be rejected as nonscientific. In
reviewing stndies that have cvalaated the safety effects
of road design, it was noted by Ezra Hauer (1988,
p. 3} “As ¥ moved from one inquiry to another and
realized how shallow arc the foundations for what
passes for knowledge, it gradually dawned on me

that ignorance about the safety repercussions of cindes { Evans, 1991, p. 380) that “the average quality,
common elements ol highway design or traffic man- importance, objeetivity, and the technical correctness
agement is not the exception.”” A few pages later of the peer-reviewed literature is substantially higher
(Hauer, 1988, p. 12), he added that “the situation is than the nonrefereed literature.”

reminiscent of the Middie Ages. What was accepted Cynthia Crossen {1994, p. 178) is more skeptical.

She notes that “the peer review system is strctched

thin, The sheer volume of biomedical journals—some

*Author lor correspondence: Tel; 06 47 2257 3800; [ax: 00 47 15,000 journals publish about 250,000 articles a
2257 (:290; e-mail: runc.elvik@toi.no month-—puts insupportable demunds on the system.

H |
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Peer reviewers are unpaid volunteers, and they cannot
take the time {o scrutinize the raw data, iet alone
replicate the research.” She adds that a paper that is
rejected in one journal, can often be pubiished in
another journal, concluding that the main function
of peer review may be to decide not whether a paper
is published, but where it is published.

~ Who is right? Leonard Evans or Cynthia
Crossen? This paper explores this question by com-
paring the quality of studics that have evaluated the
safety eflects of five different traffic safety measures,
depending on whether the studies were published in
peer reviewed journals or not. The following research
problems are discussed:

{1) What is meant by the term study quality? s
it possible to measure study quality objectively?

(2} What is the role of peer review in scientific
publishing? Which other factors can affect study
quality?

(3} Are road safety evaluation studies published
in peer reviewed journals of higher quality (more
valid) than similar studies not published in peer
reviewed journals?

The third question is the main question to be
dealt with. A brief discussion of the other two ques-
tions is, however, needed in order to answer the main
guestion,

MEASURING STUDY QUALITY

The notion that it is possible to assess the quality
of scientific studies is basic to the peer review sysiem,
If it was impossible to tell a good stndy from a bad
one, the whole idea of subjecting studies t{o peer
review would stop making sense, Nevertheless, uni-
versally accepted and easily applied standards of
study quality do not exist. Rosenthal (1991, p. 130)
poinis ont that “bad studies are too often those
whose resuits we do not like.” This point of view is
too pessimistic and overly cynical. Fairly elaborate
frameworks for measuring study quality have been
developed, notably by Campbell and Stanley (1966),
and Cock and Campbeli (1979) for evaluation
research, Mitchell and Carson (1989) for contingent
valuation studies and Chalmers et ai. {1981) flor
clinical {rials,

In this paper, the validity framework of Cook
and Campbell (1979) has been used to assess study
quality. In this framework, a distinction is made
between four types of validity and 33 specific threats
to validity. The [our types of validity arc (1) statistical
conclusion validity, which refers to the numerijcal
accuracy and representativencss of the results of a
study, (2} construct {or theoretical} validity, which
refers to the success in making theoretical concep’

operational, {3) internal validity, which refers to the

possibility ol inferring causality in the rclationship

between varinbles, and (4) exiernal validity, which
refers to the possibitity of generalizing the resulis of

a study to other contexts than the one in which the

study was made. Studies are rated in terms ol how

well they account for the various threats to validity.

All the threats to validity identified by Cook and

Campbell will not always be relevant. Hence, as

pointed out by Wortman (1994}, one must be sclective

in using the validity framework. In this paper, studies
are rated in terms of (he foliowing seven validity
charaeteristics:

{1) Sampling technigue: How were study units
selected?

(2) Total sample size: What was the total number of
accidents or injuries in the study?

(3) Mecan sample size: What was the mean number
of accidents or injuries which specific resuits in
each study were based on?

{(4) Specification of accident or injury severity: Was
the severity of accidents oy injuries specifled?

{(5) Stndy desipn; What type of design was used?

(6) Confounding variables controlied: Which, from
a list of three specific confounding variables, did
the siudy conirot for?

(7) Moderator variables specified: Which, from a list
of two specific moderator variables, did the
study specify?

These criteria were chosen because they were
regarded as important for the quality of road safety
evaluation studies and because they were compara-
tively easy to apply. The seven criteria of study
quality are obviously not exhaustive and reflect the
author’s opinion with respect to the importance of
the various thrcats to validity identified by Cook and
Campbell, Criteria 1, 2 and 3 refer to stafistical
conciusion validity, criterion 4 partly to statistical
conciusion validity, partly to extermal validity and
criteria 5, 6 and 7 mainly to internal validity. Table i
claborates the criteria of study validity. For reasons
of spuce, a detailed discussion of the criteria is
impossibie in this paper. The criteria will only be
briefly discussed {see Table 1).

Sampling technique

The best sampling technique is random sampiing
or studying the whole poputation to which one wishes
to peneralize. Many cvaluation studics, however, rely
on varipus forms of systematic sampling or conve-
nience samples. Self-selected samples (people volun-
ieering for a safety programme) are also quite
:ommon. Random sampling and population surveys
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Table 1. Cading of studies by criteria of validity

163

Yariable

Catepories of variable

Numerical score

Sampling technique

‘Total sample size

Mean sample size

Population sutvey (study of entire population)

Random sample {from known sampling frame)

Systematic sainple {chosen according to specific criteria)

Convenience sample {chosen arbitrazily or hy reference to data availability)
Self selected sainple (volunteers for a study or treatment)

Sampling technique not stated

Sum of statistical weights of all resuits reported in study, estimated aecording to
logodds nethod of meta-analysis

Mean statistical weight of cach reported result in study, estimated according to
logodds method of meta-analysis

3

b

i

i
Measured directly

Measured directly

Accident of injury Accidenls or injuries specified according to severity i
severity specified (e fatal, injury, property damage only}
Accident or injury severity not specified i
Stndy design Experimental design (controfled, randomized trial) 4
Well controlied gnasi-cxperimental or observational designs, [or example 3
Before-and-after study explicitly controfling for atl major confonnding factors
Case-control study applying nultivariale analysis to control for confounders
Time-series analysis employmg mullivanate (echniques or comparison series
Multivariate analysis of cross-section data based on explicit statistical mode]
Weakly controlled quasi-cxperiments] or observational designs, for example 2
Before-and-after study controlling for some, but not all major confonnders
Casc-controt study in which snbjects are stratificd according to confounders
Time-secies analysis with no comparison series and no muoktivariule analysis
Muitivariate analysis of cross-section data not based on an explicit model
Inadequate siudy designs, for example 1
Simple before-and-after stndies (no comparison group)
Simple case-controf studies (no confounders aceounted for)
Simple case studies
Theoretical estimates of effect based on assnmptions that cannot be tested
Specific confounders All confounders from a list of three major confounders controlled {sec Table 2) 3
controlied
Two of three confounders from a list of three major confounders controlled 2
One of three confounders from a list of three major confounders controlled 1
No confounders controlled from a list of three major confonnders ]
Specification of moderator Toth moderator variables from a list of two specified 2
variables
One moderalor variable from & list of two specified i
No maderator variable [vom a list of two specified 0
have been assigned a score of three, systematic sam- Total sample size
pling a score of two and the other sampling tech- The total sample size for all results reported in

niques, including unknown, a score of one.

a study has been defined in terms of the statistical
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weight assigned to the sample in the logodds method
of combining results from fourfold tables (Fleiss,
1981). A fairly common design is a before-and-after
study with a comparison group. The resulis of such
a study are based on the number of accidents or
injuries in the treated group before (denoted B) and
alter (denoted 4) ¢reatment, and on the correspond-
ing numbers in the comparison group {denoted D
and C, respectively), The statistical weight of the
logodds of the estimate of trcatment eflect

{In{{4/B)/C/D)}] is:
Statistical weight = 1/(1/4 + 1/B+1/C+ /D)

If the study facks a comparison gronp, the terms 1/C
and 1/D drop out. In an experimentally designed
stndy using after data only, the terms 1/B and 1/D
drop out.

Mean sample size

Many stndies present several results referring to
snbsets of the stndy and one overall resnit. The mean
sample size for each resulf presented in a study was
defined in the same way as the total sample size.

Accident or injury severity specified

Studies that at least mnade a distinction between
[atal accidents, injury accidents and property-
damape-only accidents were rated as better than
studies mixing these lcvels of accident severity. By
the same token, studics that at least made a distinction
between fatal injugics, severe injuries, slight injnries
and no injury, were rated as better than stndies not
making it clear which level of injury severity resuits
applied to.

Study design

Studjes were classified in four groups with respect
to study design. Experimentally designed studies were
rated as best and given the score of four. By an
experiment is meant a controfled, randomized trial,
in which study subjects are randomly assigned eitber
to one or more treatmeni conditions or to a conirel
condition not receiving any of the tested treatments.
Well-controlled guasi-experimental or observational
studies were rated as second besi, with a score of
three. To qualify for this group, a before-and-after
study, for example, must use a comparison group
and cxplicitly control for all major confounding
factors, at least for all those listed in Table 2 (to be
discussed below). Case-control studies must use mul-
livariate analysis to control for all major confounders.
The next step on the ladder is weakly controlicd
quasi-experimental studies or observational studies,
given a score of two, There is admiltedly, a grey zone

here, in which one may be in doubt with respect 1o
the classification of a study as well conirolled or
weakly controfled. The classification of study design
was based on considerations of: (1) how the compari-
son group was chosen and its size, (2) how sophisti-
cated the techniques of analysis used in the study
were and (3) whether the study controlled [or afl
confounding variables listed in Table 2 or not. The
poorest types of study design were labelled inadequate
and incinde, for example, simple belore-and-afier
studjes not controlling for any confoundess or simple
case-conirol studies, These studies werc piven the
score of one,

Confounding variables controlled and moderating
variables specified

Classifying studies in {our groups by study design
is a rather crude way of measuring their quality. A
nced was [eit for a more explicit assessment ol
whether studies have controlled for known confound-
ers or not. To this end, the classification of relevant
variables shown in Fig, | and made operational in
Table 2 was developed.

Fipure | is most relevant for non-cxperimental
studies, which make up the vast majority of road
safety evaluation studies. There are five basic cate-
gories of variables that are relevant in such studies.
The independent variable or variables is the safety
measure whose effects researchers want to measure.
The dependent variable or variables is the change in
the expected number of accidents or injnries that is
causally attributable to the safety measure. The causal
chain from the safety measure te the number of
accidents or injuries aiways includes one or more
mediator variables that mediate the effect of the
measure. In the case of speed limiis, for examples,
changes in driving speed would be the most iinportant
mediator variable. Confounding variables are all vari-
abies that affect both the use of the safety measure
and the number of accidents or injuries. An example
of a common confounding variable in before-and-
after studies is the number of accidents that was
recorded before the safely measure was introduced.

Confounding
voriales

independent Meditdor Depandsni
vetiobie: voribies variahies

hiadearator

veiobies

Fig. {. Generic types of variables in non-experimental studies
illustrated by a simplilied causal diagram.
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Tabe 2. Lists of confounders and moderator vaeiables by study design lor non-experimentaf studies

Case-cantrol desipns ond analyses
ol cross-section daia

Belore-nnd-after designs and time

Measures fists apply to  Conlounder or moderator series annlyses

Number of legs in junction
Type of traflic controi
Speed limit

Regression-to-mean
General trends
Changes in (raffic volume

Roundabottls Confounders

Moderaters Number of legs in junction Number of legs in junction
Type of tralfic control Type of traffic control
Biackspot (reatment Confounders Regression-to-mean
General trends These types of design have not been applied in
Accident migration studies ol road accident biackspot {reatment
Moderators Type of blackspot
Type of teeastment
Daytime running Hghts Confounders Regression-to-mean Self selection bias
(DR.L} on cars General trends Driver characleristics
Other safety measnres Other salety measures
Moderators Type of accident allected Type of accident affected
Levet of DRL use Level of DRL use
Seat belts Confounders Occupant age
These types of design have not Scating position
been applied in studies of seat Impuact speed
helts
Moderators Type of bell
Type of accident
Periodic motor vehicle Confonnders Regression-to-mean Self selection bius
ingpection General trends Type of traflic environment
Driver characteristics Drver characteristics
Moderators Yehicle technical condition Vehicle technical condition

Annual driving distance

Annual driving distance

If this number was unusually high, a subsequent
reduction (regression to the mean) must be expected,
even if the measure is ineffective in reducing the
number of accidents, Moderator variables are all
variables that affect the size of the effect of the safety
measure on accidents or injuries. Roundabouts, for
example, reduce the theoretical maximum number of
conflict points between the various turning move-
ments in a junction from 32 to 9 in four leg junctions
and [rom 9 to 6 in three leg junctions. I everything
eise is equal, the safety effect of roundabouts witl be
greater in four leg junctions than in three leg junc-
tions. The number of legs in a junction is therefore 2
moderator variable for the effect of roundabouts.

In some study designs, cspecially case-control
studies, the same set of variables can be both con-
founding variables and moderating variables. In
before-and-after studies, on the contrary, the con-

founding and moderating variables are usually not
identical. Table 2 lists the specific confounding and
moderating variables that{ were defined for siudies
that have evaluated the safety effects of the five road
safety measures selected for this study. The safety
measures are roundabouts, blackspot treatment, day-
time running lights on cars, seat belts (effects for each
user} and periodic motor vehicle inspection.

The specific conlounding or moderator variables
listed are unique for each of the five mcasures, but
some of the variables are commeon for more than one
measure. In particular, regression to the mean, is
listed for three of the five measures.

This paper does not permit a dctailed description
of how studies were classified in terms ol the seven
criteria described above. The appendix lists ali studies
that were included and shows the classification of
the studies.
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THE ROLE OF THE PEER REVIEW
SYSTEM

The ideal [unction of thc peer review system is
to weed out bad research and thus prevent science
from sinking into a morass of untested speculation
and personal idiosyncrasics. In real life, the peer
review system will, in the words of Leonard Evans,
be “subject to all the frailties to which humans
succumb”. But exactly how bad or how good will the
peer review system be in sorting out good studies
from bad? Few studies have reported on this question,
and a comprchensive survey of them will not be
presented in this paper.

In an experiment made by The American
Economic Review (Blank, 1991), double blind
reviewing was compared to single blind reviewing.
The expcriment was made to test if there was any
substance in allegations of sex discrimination made
apainst the journal. The results indicated a slightly
lower acceptance rate for papers subjected {o double
blind reviewing than for papers subjected to single
blind reviewing. In about half the cases, however,
revicwers were able to guess the identity of the author
in double blind reviewing. The experiment vindicated
the review system, in that it found no evidence of sex
discrimination. Moreover, papers submitted by
authors affiliated with high ranking universities were
more often accepted than papers submitied by
authors affiliated with lower ranking universities.

One of the most troublesome findings [ar the
peer Teview system, is the demonstration of publica-
tion bias in scientilic journals {Light and Piilemer,
1984; Bepg and Berlin, 1988; Dickersin and Min,
1993). Publication bias denotes the tendency to reject
papers for publication if their main findings are not
statistically significant or are in an unexpected direc-
tion. Apparently, both editors and reviewers are less
tolerant of papers that fail to confirm previous find-
ings, or whose findings are not statistically significant,
than of otherwise identical papers confirming previ-
ous findings at a conventional level of statistical
signihicance.

Peer review is just one ol several factors that
may affect the quality of research. In a peer review
of road safety research funded by the Swedish
Transport Research Board, Elvik et al. (1993} sug-
gested that research donc at universities tends fo be
of higher quality than research done at institutes or
consuitancies doing contract research on a commet-
cial basis. Arguments given for this hypothesis
included: (1) the presence of a formal career structure
rewarding high quality research at universities, colio-
quially referred to as the “publish or perish” system;
(2) a more developed theoretical basis for research

in well-defined academic subject arcas than in multi-
disciplinary evaluation research; and (3) the absence
of economic incentives to do “quick and dirty”
rescarcli to win a competitive bid for a research
contract, No doubt a host of other facters influencing
rescarch quality can be imagined.

STUDY RETRIEVAL AND ANALYSIS

Study retrieval

To compare the quality of road safety evaluation
studics published in peer reviewed journals to the
quality of studics not published in peer reviewed
journals, studies that have evaluated five road safety
measures were retrieved. Studies were retrieved by
means of a systematic literaturc search that inctuded
examining selected journals, poing through publica-
tions catalogues from selected research institutes,
examining conference proceedings and examining the
list of references in previously published meta-analy-
ses. The journals that were scanned, included ali
journals listed in Table 3, as well as Australian Road
Research, Ergonomics, Fuman Factors, Policy
Sciences, Public Roads, Recherche—Transports—
Sécurité (INRETS Research Review) and Risk
Analysis. In general, all volumes after about 1970
were examined, The publications catalogues of the
following institutions were studied and relevant
studies identified: the Institute of Transporl
Economics {Norway), the Swedish Road and
Transporl Research Institute {VTI, Sweden}, the
Technical Research Centre of Finland (VTT,
Finland), the Danish Road Safety Research Council
(R{T, Denmark), the Nordic Council of Ministers
and associated institutions, The Nordic Association
for Traffic Engincering (Nordisk vepteknisk for-
bund), The SWOV Institute for Road Safety
Research (Netherlands), the German Federal Road
and Traffic Research institute, (BASE, Germany), the
Transport Research Laboratory {TRL, Great
Britain}, thc French National Road Transport
Research Tnstitute (INRETS, France}, the Australian
Road Research Board {ARRB, Australia), the
Transportation Research Board (TRB, United States}
and the Organization of Economic Cooperation and
Developiment (OECD, France).

Conference proceedings from the recent 10 years
were examined for regular conferences, including the
VT! Forskardager (VTI Annual Research
Conference, in Japuary each year in Link&ping,
Sweden), the annual European or Transatiantic con-
ference hosted by VTI and others (named Road
Safety in Europe or Road Safety on Two Continents
every other year} and the PTRC Summer Annual
Meeting {recently renamned the European Transport
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Tabie 3. List ol peer reviewed journals and classilication of author alfiliation

Yariable

Catepories of variable

Type of publicilion

Peer reviewed journal, alphabetically (ouly journals

found in the data set listed 3
Accident Analysis and Prevention
American Journal of Oplometry
Anwrerican Journal of Public Health
ITE-Journal (formerly Traffic Engincering)
Journal af the American Medical Association
Jounrnal of Risk and Insurance
journal of Safety Research
Jourpal of Traflic Medicine
Journat of Transport Economics and Policy
Traffic Engineering and Controf
Zeitschrift fiir Yerkehrssicherheit

Other types ol publication {reports issued
by research institutes etc)

Author aililiation

University, including hospital with teaching functions (2}

Research institute or consulting group (1}

Business firm (not a consuiting firm) (0}

Govermnent agency of other aililiations {3}

Academic rank of mnst
senmior author

University professor (not inchiding assistant
or associate professorsy {2

Other formal academic position at university,
hospital or research institute (1}

No formal academic position {0}

Forum}. Studics were also retrieved from previous
meta-analyses, including those of Elvik (1996, 1997}.
The approach to literaturc search adopted in this
paper does not guarantee fhat every unpublished
study is retrieved. In fact, almost alf studies that were
found have been published, in the sense that a report
having the performing institution’s name on the
cover, and sometimes an ISBN number, has been
printed and is available to the public, However, only
a minority of the reports and papers that were found
had been published in peer reviewed jonrnals.

Study inclusion criteria

Studies were included i: (1) The number of
accidents or injuries was reported. Studies not report-
ing this information could not be included, because
it was impossible to determine their sample size, (2}
The final publication status couid be determined.
Studics that were published both in peer reviewed
journals and in other forms, were counted only as
peer reviewed publications.

Peer reviewed Journals versus other publications
Table 3 lists the peer reviewed journals that were
found in this data set. It is recopnized that some of

the studies that were not published in these journals
may nevertheless have been subject to some form ol
peer review, Conference papers are sometimes peer
reviewed, although the reviewing of conference papers
is often regarded as more lax than that of scientific
journals.

Author affiliation and rank

To the extent that information was available,
author affiliation and rank was coded, as indicated
in Table 3. A distinction was made between umiversi-
ties {a vatue of two), research institutes or consultane-
ies (one) and other institittions, not having research
as their primary function {zero). Professors werc
given the seore of two, other fornial academic posi-
tions the score of one and authors nol having, or not
stating, a formal academie position the score of zero.
These codes were used merely as labels, and were not
used as numerical variables in the analyses reported
below,

Statistical analysis
Study quality was summarized by means of the
arithmetic mean of scores for cach of the seven
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criteria ol study validity that were used. Strictly
speaking, the use of arithmetic means is inappropriate
for most of these criteria, because they are measured
on an ordinal scale only, An arithmetic mean requires
variables that are measured on an inferval scale of
measurement. In the present study, however, the
abseiute values of the mean scores arc not of primary
interest. The main purpose of this study is to compare
studies published in peer reviewed journals to studies
not pubiished in such journals. For this purpose, the
mean was chosen as the most simple and understanda-
ble statistic. _

The statistical significance of dilterences in mean
scores was tested by means of the T-test, The normal
approximation of 7 to Z (the number of standard
deviations of the standard normal distribution} was
used, although T is not idemtical to Z in small
samples. The approximation is, however, closc
enouph for the present study, considering the coarse-
ness of the measurements that are compared.

RESULTS

Figure 2 prescnis the number of studies included
by decade and type of publication. There were altoge-
ther 44 studies published in peer reviewed journals
and 79 studies not published in peer reviewed
jouruals.

The number of studies was 28 for roundabouts
(five in journals, 23 other), 36 for blackspot treatment

50
45
40
35

ki

25

20

15 -

Number of papers or reporis

12

i1

{14 in journals, 22 other}, 17 for daytime running
lights (five in journals, {2 other), 29 for scat belts (11
in journals, |8 other} and 13 for periodic motor
vehicle inspection {nine in journais, four other).
Table 4 preseats the results of the validity com-
parison by type of safety measure. The table contains
altopether 35 {5 x 7} comnparisons. Enspection of the
p values in the right column of Tabic 4 shows that
most of the differences found in study gquality are far
(rom statistical significance at conventional ievels.
The mean quality of studics published in peer
reviewed journals was higher than for other studies
in 20 cases. In 15 cases the mean quality of studies
not published in peer reviewed journals was higher
than for studies published in peer reviewed journals.
These resulis indicate, at best, a weak tendency
for studies published in peer reviewed journals to be
of higher quality (more valid) than other studies. The
absence of statistically significant differences in study
quality is no doubt due in large measure o the small
number of studies compared. In order to compare
the quality of all the 44 studies published in journals
to all the 79 studies not published in jonrnals, a ratio
of mean validity scores was computcd, that is the
meau validity score (from Table 4} of studies pub-
lished in peer reviewed journals divided by the mean
validity score of studies not published in peer
reviewed journals. A weighted mean of these ratios
was then estimated using weighis inversely propor-
tional 1o the number of studies. For example, the

50

‘GPapers in total |
-8 In peer-journals

18605 18708

1500s 1990

Decade of pubiicatlon

Fig. 2. Number of studies in total and in peer reviewed journals by decade of publication.
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Table 4. Comparison of (he validity of papers published peer revicwed journals and other types of pubtications

Menan scores {standard error) by type ol publication

Measure Criteria of study validity Peer reviewed journals Other types of publication P-value
Roundabouts Sampling technique 2,00 (0.00} 1.68 {0.10) 0.01
Total sample size 47334 {266.64) 231,58 {7572} 0.47
Meun sample size 228,94 (115.65) 01.52 {19.54) 0.28
Accident severity specified £.00 (0.00) 0.93 (0.04) 6.23
Study design J.60 (0.45) 2.26 (0.15} 0.27
Confounders controlled 0.60 {0.45) 1.42 {0.20} 0.21
Moderators specified 0.80 {042} 147 {0.14) 0.22
Blackspot treatinent Sampling technique 1.7 (0.13) 136 (0.11) 0.15
Total sample size 353.33 (147.84) {42.82 (42.19) 0.27
Mean sample size PEE.2L (27.43) 42.37 (14.38) 0.10
Accident severity specified 0.64 {(0.14) 0.82 (0.09) 0.44
Study design 2.39{0.23} 1.8 {0.16) 0.34
Confounders controlled 1.50 (0.30) 0.96 {0.18) .27
Moderators specified .43 (0.26) 1.64 {0.16) 0.62
Daytime running lights on cars Sampling technique 1.40 (045} 2.58 (0.20}% 0.07
Total sample size 323211 {3527.38) 3473.26 {91647} 0.97
Mean sample size 443.02 {431.15) 1322.99 {643.20) 6.43
Accident severity specified 0.40 {0.27) 0.83 {012} 0.27
Study design 2.20(0.82) 1.83 (0.34) 0.75
Conlounders controlied 1.40 (0.76) 1.25 (0.43} (.50
Moderators specified 100 (0.35}) 1.58 (0.16} 0.25
Seat belts Sampling technique 2.09 {0.09) 233010 0.24
Total sample size 1767.37 {858.82} 300.89 (110.24) 0.4
Mean sample size 130,20 {63.40} 31.58 {7.63) 0,17
Injury severnty specified 1.00 {0.03) 0.94 (D06} 0.32
Study design 2.64 (0.20} 2.28 (0,20} 0.37
Comfonnders coutrotled 2.00 (0.30} 1.44 (0.25) 0.31
Moderators specificd 1.36 {0.15) 1.28 {0.16) 0.78
Periodic motor vehicle inspection Sampling technigue 2,00 {0.18) 2.75¢0.2%) 0.1}
: Total sample size 14,260.97 (7230.15) 60,802.65 {31,290.51) 0.23
Meun sample size 3187.89 (1367.70) 29,729.62 (28,338.53) 0.38
Accident severity specified 0,89 (0.12) 1.00 (0.00} .35
Study design 2.67 (0.25) 2.25 (0.55) 0.60
Confounders coutrolled 1.67 {0.25) 1,25 {0.55) 0.60
Moderators specified 0.33 {0.25) 0.00 {0.00) 0.18

weight ol studies evaluating roundabouts was:
Weight=1/(1/5+1/23)=4.107

The weighted mean validity ratio was estimated by
means of the logodds method (Fleiss, 1981}, Upper
and lower 95% confidence limits for the weighted
mean validity ratio were estimated by relying on the
fixed effects model of Fieiss {1981). Figure 3 presents
the results.

Studies published in peer reviewed joumals score
higher for validity than studies published elsewhere in
lerms of total sample size, mean sample size, study
design and number of confounders controlied, but
slightly fower in terins of sampling technique, specifi-
cation of accident of injury severity and specification
of moderator variables, The differences are statistically
significant for total sample size and mean sample size,
but not for any of the other criteria of study validity,

Indirectly, these resuits lend support to the publication
bias hypothesis, since studies based on large samples
are more likely to obtain statisticaily significant find-
ings than studies based on small samples.

Table 5§ compares study validity for studies pub-
lished in peer reviewed journals and other studies,
depending on author affiliation.

The most consistent differences in study quality
are found for studies written by authors with a
university affifiation. Studies by university affifiated
authors published in peer reviewed journals score
higher for validity than studies by university affiliated
authors not published in such journals for five of
seven criteria of study validity. The differences arc
statistically significant at tbc 5% level for two of the
criteria, As far as studies written by authors with
other affifiations are concerned, no consistent difler-
ences in study quality were found between studies
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Fig. 3. Ratio of validity scores for studies published in peer reviewed journals to studies published in other types ol publication.

published in peer reviewed journals and studies pub-
Iished eisewhere.

DISCUSSION

Are road safety evaluation studies published in
peer reviewed journals of better quality (more valid)
than studies published elsewhere? If taken at face
value, the findings of this study indicate that the
answer is something like: No, but to the extent that
any differences can be found at all, it is more likely
than not that they are of higher quality. This finding
hardly lends much support to the calis made by
Hauer, Evans and others to strengthen the place of
the peer reviewed literature in road safety research in
order to purge the field of non-scientific findings.

This study has a number of rather severe Jimita-
tions whose combined effect is to make it exploratory
only, rather than definitc. In the first place, the
validity scoring system does not include all study
characteristics that are relevant in judging study
quality. For exampie, the quality of accident or injury
data, the choice of appropriate statistical techniques
ol analysis, the quality of operational definitions of
theoretical concepts and the awareness of the authors
of study linitations are aspects of study validity that
were not scored in the present study, Including thesc,
or other study characteristics, in the validity scoring
system could in principle have changed the results,
In practice, however, it is unlikely thal the main
findings would have been very diflerent. Various

aspects of study quality tend to be correlated. Hence,
adding more ifems to the validity scoring sysiem
would not necessarily have added much more infor-
mation to the system.

A more serious objection {o the present study,
is that the coding of studies according to validity was
performed by one person only and that the publica-
tion status of each study was known fo this person.
Ideally speaking, two or more independent coders
ought to bave been used and the coders ought to be
blinded from knowing the publication status of each
study. However, the time and other resources avail-
able for the study made it impossible to use a rigorous
coding procedure. For repiicability, the coding of all
studies is reproduced in the appendix to the paper.

A third limitation of this study is the small
sample size, The sainple is unlikely to be complete,
espccially with respect to studies not published in
journals. It cannot be ruled out that omission of
some unpublished studies may have biased the results.
The plausibility of this argument depends, however,
on the nature of the unpublished studies. Unpublished
doctoral or masters disscrtations can sometimes be
quite rigorous and employ rather good research
designs. Unpublished in-house reports by, for exam-
ple, highway agencies, on the contrary, tend to be of
quite poor quality, at fcast as evidenced in the samnple
of studies compiled for this paper.

A fourth limitation of the study is that the
dichotomy used between peer reviewed journals and
other publications is probably too simple to ade-
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Table 5. Comparison of scores foy study validity in peer reviewed joursals and other types of publication by author alliliation

Author aifilialion

Criteria ol study validity

Mean scores tandird error) by type of publication

University

Research institute or

consniiancy

Business firm or

government apency

Sampling lechnique
Total sample size
Mean sample size

Accident severity specified
Study desipn
Confounders controiled
Moderators specilied

Sampling technique
Tetal sample size
Mean sampie size

Accident severity specified
Study design
Confounders controfled
Moderators specificd

Sampling technigue
Total sample size
Mean sample size

Accidenl severity specified
Study design
Confounders controlied
Moderators specified

Peer reviewed journals Other types of publication P-value
120 (6.1) L7HEOET) 0.50
6267.63 (3604.07} 6667.79 (6722.80) 0.97
112620 (624.1 1) 216,49 (170,49} 0.25
(.84 (0.09) 0.82 (0.10) .92
2.63 (0.14) 1.88 (0.20) 0.03
£.79 {0.19) 0.94 {0.23) 0.04
0.58 (D.18) 1.24 {0.19) 0.07
2.10 (0.19) 2.31 {0.12) 0.48
4446.57 (2110.70) 5219.89 {3316.83) 0.89
1306.77 (772.38) 375870 {3272.61) 0.55
0.90 (0.11) 0.57 £0.03) 0.62
2.20 (0.38} 2224015 0.99
1.50 (n.42) 1.50 {0.19) 1.00
1,20 (0.26) 1,47 {0,14) 0.5
1.67 (0.13) 1.67 (0.11) 1.00
514.20 (410.44) 554.53 {299.89) 0.51
38.30 (10.98) 455,89 (300.02) 0.13
0.67 {0.13) 0.87 (0.06) .30
2.13{0.28) 207 {0.16) 0.88
1.27 {0.33) 1.13 (0.18) 0.80
1.60 {0.17) 1.47 (0.13} (.65

quately capture the several forms of peer review that
are likely to be found. Fu fact, peer reviewing will
range {rom formal double biind reviewing, on through
single blind reviewing, open reviewing, informal
reviewing (comments by colleagues) to no reviewing
at all. The sirictness of reviewing may depend on

factors unrelated to study quality, like the supply of

manuscripts to a journal (when the supply dries up,
reviewiug becomes more lax to fili journal pages), the
availability of other jonmals (it is easier lo reject a
paper, if it can be referred to a different journai} and
how famous the author is (Nobel laureaies are less
likely to be rejected}. Ideally speaking, all these
aspects of the review process ought to be known in
order to assess its performance.

Moreover, the existence of a contagion effect from
journal papers to other studies cannot be ruled out.
Researchers may take a good journal paper as a model
for their own research and try to imitate it, even if
their own report never gets published in a scientific
journal. To the extent that such a contagion effect
froin good journal papers exists, the peer review system
serves a useful function indeed by raising the quality
ol unpublished studies. In a comparison like the one
made in this paper, however, the existence of a conta-
gion effect will tend to reduce the differences in study
quality between journal papers and other studies.

Finally, it cannot be ruled out that the standards
of reviewing are too lax in some journals. This
study has Jound exampics of quite poor studies that
have been published in peer reviewed journals.

Imperfections are likely to be found even in the most
rigorous expernmentally desigued studies. But the
dominance of weakly controlled or inadequate non-
experimental study desigus iu road safety evaluation
studies is overwhelming. Only one of the 123 studies
included in this paper was an experiment, Road safety
evaluation rescarch is largely: (1) non-experimental
research, (2} based on incomplete or poor data, (3}
hampered by a paucity of strong theory o support
the interpretation of findings, (4) performed by gov-
ernment agencies or consultancies operating under
severe timc and cost constraints, {5) on behalf of
sponsors who take a vested interest in the measurcs
that arc being evaluated and are likely to be less than
perfectly objective in their assessment of the results,
It is perhaps not surprising that the quality of large
parts of this research leaves much to be desired.

The inherent linitations of the peer review
systemm should not be forgotten. Peer review comes
too late in the research process to influence study
design, sampiing plan, and the analysis of data.
Sownetimes peer review may {ead to a reanalysis of
data, but in many cases the inodifications peer
reviewed papers undergo as a resuit of reviewing, will
be limited to rephrasing the conclusions and giving a
more extensive discussiou of results. Study desipn,
the guality of data and the results of a study are
usually not affected by peer review.

CONCLUSIONS

This paper compared the quality of road salety
evaluation studies published in peer reviewed journais
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to the quality of similar studics not published in peer
reviewed journas. Studies that evaluated the safety
effects of five road salety measures were included.
These measures were roundabouts, biackspot treat-
ment, daytime running lights for cars, seat belts and
periodic motor vehicle inspection. A total of 123
evaluation studies were included. 44 studies were
published in peer reviewed journals, 79 were not.
Studies were compared in terms of seven criteria of
study validity: (1) sampling technique, (2} total
sample size, {3) mean sample size for each result, {4)
specification of accident or injury severity, (5) study
design, (6) specific confounding variables controlled

(from a list of three variables), {7) specific moderator
viriables examined (from a list of two moderator
variabies). No clear diflerences in study quality were
found between studies published in journals and other
studies in terms of these criteria of validity. There
was a slight tendency [or studies published in peer
reviewed journals to score higher for validity than
other studics. The study reported in this paper has
several limitations and should therelore be regarded
as exploratory only. The results are indicative, rather
than definite. The lne of research explored in this
paper might perhaps lead to clearer resalts if pursued
in larger and more rigorously designed studies.

APPENDIX

List of studies with coded values for each study

Type of  Sumpling Sampic Mo of  Moean spd  Acc severily  Study  Confounders  Moderators Type of Anthor  Anthor ac

Auwthors Year Cooutry medasure  technigue shze results size speeified  design controdled spociiied  publication  aifstion rank
Latami 1973 GB 3 2 91,307 i 98,307 k t 4 4] 1 L] i
Gireen 1677 G 1 2 238,194 3 Y00 13 2 1 2 4] T i
Lahrmano 1981 DK H 2 98,536 4 24634 i 3 b 2 1] 1] ]
Cederstnd 1983 5 i 2 b2, 054 2 Jiti Bkl ! 3 3 2 0 1 t
Eepneset 983 M 1 i 153 1 5,053 1 k3 1 2 i 1 L
Breiide 1485 8 1 2 IB,570 t 18,570 1 3 2 s ] 1 H
Johannessen 1985 N 3 2 13,022 2 6511 1 3 2 2 [ 1 H
Halt 1983 GRB ¥ 2 Lpaiirlt 2 52 1 3 2 z L] 1 1
Nygaanl 1088 N i i T442 i T2 ¥ z i H [ 1] q
Gigver 199G N I 2 02,904 3 34,301 1 3 Z 1 ] ] 1
Tudpe 194940 AUS 1 2 a6, 863 2 383,432 1 3 3 1 0 & 4]
Vanbdinnen 1990 NL ! 2 134,758 2 67,379 i I 0 2 k! [ ¥
Jargenscn 1991 DK i 2 36429 3 12,143 i 2 1 t 1] 2 2
Bride 1992 5 i Z t,139,899 12 94,992 i 3 3 2 4] i i
Dagersten 192 CH H i 12,233 2 612y 1 H 1] ¥ 1] [ ]
Holrwarth ia92 &) 1 2 7472 2 3486 i H ] 2 i i 0
Hydéa 992 s 1 2 15,588 2 T4 1 1 1] 2 0 2 2
Inrpensen 1992 K 1 2 52,510 4 13,128 1 z H 2 1] 2 2
Kristiangen 992 N t 2 204,944 2 162472 1 2 i i 1] a L]
Schaili 1992 n i1 i B, 364 4 3501 1 4 ! 2 1 1 1
Brilon 1991 D ¥ i 103,086 2 53,543 ] 2 i i 0 4 2
Jorgensen 1994 DK ] 2 32,257 4 8064 I 3 2 2 ] 2 2
Schoon 1994 ML i 2 729,936 2 364,963 i I 0 1 1 i ¥ H
Seim 1994 o f 1 4000 i 405 13 2 1 1 i 2 i
Yous 1994 D i 2 252,550 & 42,560 i 3 2 1 ] H i
1uber 1993 CH i 2 1,285,533 2 642,767 i 2 ] 1] 1 i i
Oslo Vi 1995 N i i 37,800 1 37,800 o 2 i 1} & 0 0
Flannery 1508 UsA i1 i 9326 i 2326 0 1 ] ] ] 3 i
Exnicios I3 Usa 2 t 77,432 4 19,358 1 1 i3 2 0 0 0 -
Maic P9&7 USA 2 i 306,014 14 21,858 o 1 1] 2 1] a 4
Wilson 1957 USA 2 2 50,202 4 204051 i 2 i 2 [H 4 0
Tamburz 1954 UsA 2 2 160,534 ] 46,134 i 2 i 2 i o3 ¢!
Hammer 1969 US5A 2 2 127,582 6 21,284 i 2 1 2 1 it 4]
Dicaringer 197 GB/USA 2 1 113,980 2 56,991 1] ! 0 2 o 2 ¥
12uflf 197 GB 2 I 193,907 i2 16,159 § ] 0 2 ] 0 1]
Hatherly 7 Gl 2 ¥ 158,782 2 70,3491 G i 1] 2 1 1] ]
Katr 12 Usa 2 2 562,261 2 254,631 1 3 2 2 0 [} i3
Hvoslef 974 N 2 i 89,792 3 L7958 1 2 ] 2 ] ] ]
OECD 1976 F 2 i 4,791 1 24,792 1 2 i 2 ] 0 L4
Hatherky 1977 GE 2 2 @12 i 97,421 1 2 t 2 i o 0
Vodzh! F77 N 2 | 30,992 5 10,198 1 3 2 2 ] b4 i
Jorgensan 1974 DK b 2 138,930 4 34,733 t 2 1 2 a fh a
St vogvesen 1983 N 2 i G i 4806 ] 2 i 2 L] |4} O
Boyle 1584 Ga 2 2 2,018,748 3 264,841 ] 3 2 2 1 2 1
Fivik 1985 N 2 1 17,933 1 ¥7,933 1 2 1 o 0 i t
Lavel 1586 USA 2 2 B5L 53 4 162,634 i k| 2 2 1 2 2
Persaud T4RT LiSA 2 2 337,695 i J2r69% [ 1 3 2 i 2 I
Christensen Iaat fal 2 z T, 547 4 41,637 ! 2 i n 4] i §
Mouttain et Gh 2 2 344,758 k) HEN i k) 3 4] I 2 £
Carben 1296 AUS 2 2 831,EM ] 42,355 1 2 b 2 |1} 2 i
Flagsiad [§L203 M 2 I gt 4 344G 1 2 ] ] i 2 1]
Wong 1998 USA 2 ] 17,850 i 1 1 u 2 i g 0
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Lalank FE LIEA 2 2 199, Ldty f 33,E40 a 2 i 2 { i it
Hetting bt LISA 2 2 26.25% X FE R s i ] ] ] a i a
Sorensen o9t DE 2 i Juith 1) X {12 1 i [t} 2 It i3 o
Kobstet Ped R x K 2 ! 99,238 [ 5513 1 ] 1 2 a ] it
MEoantain g (8111 2 2 336,508 X 63,250 1 k] i i} 1 2 1
Mountain a9l OB M 2 27,646 1 27,640 1 A 2 ] 1 2 1
Yaera g2 DK 2 2 131.735 Elt] X 1 X 2 2 4 ] it
Huobnskow 199 DE 2 i 186086 & 304 {) 3 b4 2 ] 2 1
Gregory 1894 GB 3 i 185,848 1 F35.840 1 3 1 i3 1 2 1
Muountain - 1994 Gn 1 2 MR H A b ] 1 K] 3 1] 0 2 i
Legassick 1995 Gn 2 H LR i M ERR 1 2 ! 2z it 4] it
I'eocior 1993 GB 2 E 18,942 i 13.262 a ] L] 2 0 4] it
Allen . 1964 USA ki E 133,258 2 6,626 1 b 0 1] 1 2 X
Canttli 1945 USA X i a7 b4 FiRd 0 4 3 ] 1 4] g
Cantiti 1970 ISA 3 E 14,355 2 g 4 L 3 I 1 4] 0
Andersson 19746 i 3 ] 4£.99.926 ] 831,804 1 ¥ Lt 3 a 1 H
Andersson 1934 5 3 3 7,697,200 4 1.924 300 i ] 0 2 Q 1 1
Attwood 1981 CDN 3 2 4333 2 4267 1 4 3 b {1 4] ]
Siein 1985 LiSA 3 2 51214 2 3607 i 4 L) i ¢ 1 H
Viaje 1986 N 3 3 4,219,762 b4 1 E09881 i } ] K a 1 1
Sparks 1959 CD 3 ] 335,033 4 28,758 1 1 i} ] 0 1 i
THueherman 1991 ISH 3 3 244, 20 H 244,261 i t 1] 3 ] b4 H f
Eiwik 1993 - N 3 3 15,850,458 2 1,981 432 1 ! L 4 1 1 1
Hansen 1493 13K 3 3 3,858,962 3 FIEIT2 1 2 3 2 a 1 i
Kuratacibm 1993 A 3 2 4,712,347 14 471,253 i 2 E I ] 1 k
Sparks 1993 CDN 3 § 158,233 1 158,233 [ 1 1] 1 1 1 ]
Arorz 1904 CDM 3 3 7,703,743 3 T34 a3 1 ] 3 [ a 1]
Hansen 1995 DK 3 3 6,841,251 3 1368256 H 3 3 2 1] i i
Hella 1995 11 3 3 495 20 3 335,945 1 2 2 2 ] 1 ]
Bohiin 1967 s 4 3 287,482 34 846t i 3 2 1 [ EH ]
Bickstedin 1974 5 4 2 15,738 2 THag ! 2 i 1 E ] &
Kahane 1974 EISA 4 2 414,851 i} 51,356 i 3 2 b4 1] ] 0
Reinfirt 1976 UsaA 4 2 09,344 5 51,641 i 1 1] 1 L] 2z ¥
Dateaard 977 DK 4 2 O, 268 & 5,045 ] 2 ] 1 ] 2 2
Dk statistilc FoT7 DK 4 2 199,814 2 92907 1] 3 2 1 1] 1] 1]
Harlemann 1977 F 4 2 T i) 4624 1 3 2 1 1] H 1
Huetke 1477 UsA 4 2 GB9.433 32 30,920 E 2 ] 1 1] 2 2
Sabcy F$77 0GB 4 3 fdd, 082 3 48,327 I i 1] 4 1] f !
Toomath 1377 NZ 4 2 13,554 ] 2536 ] 2 1 H 1] 0 4]
Hobhs 1978 [£11] 4 3 74,978 [ 12,496 H i £ 2 1] k 1
Perchomok 1578 USA 4 b3 180,390 2 9455 I 2 I i 1] ! 4]
Tartyka 197 UsA 4 b4 2,304 2 10,647 ] i 0 H ] 1] a
Nurn (980 g 4 2 23,340 2 11,670 ] 1 2 a 4] li] i}
Thomas 1950 F 4 k) 313,760 & 85,960 T 3 3 ps 1] ] 1
Cameron ol AUS 4 2 TBE.9H [ 131,491 i 1 g f ] ¥ {
THobby 1981 GB 4 3 48,953 9 Te6l I 2 H 2 4] t 1
Hobbs 1984 GB 4 3 42873 a Thda i 3 2 2 4] § 1
Evans 1984 UsA 4 z 387826 k) 10,773 ] 3 i 2 1 1] 0
Evans 1988 USA 4 2 FHS, 793 12 15,483 ¥ 3 3 2 1 1] it
Partyka 1988 UiSA 4 2 L, 787,595 47 18,034 ] 3 3 2 o 0 Y
Tunbridge 1988 GB 4 2 2E 662 4 56 ] 2 1 i 0 1 H -
Maphsoodion 1987 USA 4 2 8,562,586 kL1 236,183 } 3 2 § 1 2 2
Kraflt 169 5 4 2 7502 G 17,984 1 3 2 ¥ 1 2 2
Coon 1993 UsA 4 % 13455 1 13,455 1 3 3 2 t 1 1
Dean 1995 USA & 3 2,170,888 k) 123,627 1 3 a 2 1 1 E
Elvik 1995 N 4 2 1,152 88 69 17,288 t 3 3 2 0 1 i
Huethe 1995 USA 4 2 235,684 3 112,842 1 3 2 ] i 2 2
Evans 1995 LisAa 4 2 6,053,865 k] 131,584 1 3 2 I 1 G ]
Mayer 1963 USA 3 i TN, 18,856 39 2846617 1 i 3 1] Q 2 i
Buxbavim 1986 Lisa 5 2 140,187 4 185,17 I 2 i 1] i 2 i
Fuchs 1947 USA 3 2 TI18,176 1 T8 1 3 2 3] i i 1
Colon 268 UsA 5 2 4,200,715 2 2,100,358 1 2 I ] 1 2z I
Foldyary 1971 Lsa 5 2 4,720,273 i 4,727,273 1 3 ] 4] [H ] 1]
Little 1971 UsA 3 z 64,821,560 36 1,804,599 1 2 1] { 1 2 ]
Schrner L1979 Usa 5 ] 639,280 f 619,280 0 2 ¥ t i 2 I
Crain o8 LISA 3 3 24,181,020 3 000,340 1 3 3 4] [ i ]
YanMate 1981 USA 3 3 23,147,428 2 573,714 i 3 2 i | 2z 2
Berp 1984 ) 5 3 103,284,233 I 103,244,233 i 3 b & ] i ]
Lock $9R4 sA 5 2 448,200 L 648,209 H 3 2 ¢! E 2 1
Fossar 1992 N £ 3 15,496,119 12 0,281,343 i 4 3 2 i i I
Maoscs P92 USA 5 2 10,937,078 4 213470 i k) 2 0 ! 2 t

For reascns of space, only the first author is listed for each study.
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The variables have been coded as toliows:

Variabie

Code

Type of measure

Sampling technique

Total sample size
Nomber of results
Mean sample size

Accident or injury severily
specified

Stndy design

Confounders controled

Moderators specified

Type of publication

Author affilalion

Anthor academic rank

I =roundubout

2= Dblackspol treatment

I=daylimc running lights

4 =seat belts

5=periodic motor vehicle inspection

3= population study or random sample
2 =systematic sample
1 =seli’ sefected sample, convenience sample or unkinown sampling technique

Sum of statistical weights for logodds method of meta-analysis
Meusured directly
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0=accident or injnry severity not specified

4 =experimental design .
3=welt controfled quasi-experimental or non-experimental design
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2=two ol three listed confonnders controlled
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Roundahonis

and traffic crash experience in the United States. Paper 960638

Brilon, W., Stnwe, B. and Drews, Q. (1993} Sicherhcit und
Leistnngstihigkeit von Kreisverkehrsplitzen. FE Nr 77355/91,
Lehrsteh! Fir Verkehrswesen, Ruohr-Universitit  Rochnm,
Germany.

Britde, U. and Larsson, J. (1985) Korsningsdtrirder vidiagna
inom vAgforvallningarnas trafikskkerhetsarbete. Regressions- och
Stgardseffekter. VTI-rapport 292. Statens vig- och traftkinstitnt,
Linkdping, Sweden.

Brade, U. and Larsson, J. {1992) Trafiksakerhet i l§tortskors-
ningar. VTIl-meddelande 685, Stalens vig- och teafikinstitul,
Linkiping, Sweden.

Cedersund, H-A. { 1983) Cirkulationsplutser. Y Tl-meddelande
361. Statens vig- och trafikinatitut, Linkdping, Sweden.

Dagersten, A. {1992) Roundabonts in Switzerland and
Sweden, Thesis 72. Umiversity of Lund, Lund Institnte of
Technology, Depariment of Traflic Planning and Engineering,
Lund.

Flannery, A, and Datta, T. K. (1996) Modern roundabouts

Transportation Research Board Annnal Meeting, Wasltington DC,
Jannary 7-11.

Gimver, T. (1990} Ulykkesfrekvenser 1 rundkjeringer og
signulregulerte  kryss. Rapport STF63  A90002. SINTEF
Samferdselsteknikk, Trondheim, Norway,

Green, I {1977} Accidents at eff-side priority roundabouts
with mini or small islands, TRRL Laboralory Report 774.
Transport and Road Rescarch Laboratory, Crowthorne, Berkshire,

Hal, R. D, and McDonald, M. {1988) Innclion design for
sufety. Paper presented at Roads and Trailic 2000, in Proceedings
of the International Road and Traffic Conference, Vol 4-2,
pp. 147-151, Berlin, 6-9 September.

Holzwarth, J. (1992) Ausscroris-Kreisverkehrspliitze zur
Unfallstellenbeseitipung. Ergebnisse zweier Modelivorhaben in
Baden-Wilrltemberg, Sirassenverkehrsicchnik, 36, 142-146.

Huber, C.A. ({1993) Sicherheit von Kreiselanlagen
Erfzhrungen und vorliulige EGmpleblungen, Zeitschrift fiir
Verkehrssicherhesi, 41, B3 -B5.



Roud safely evaluation studies {15

Hydén, C,, Gdelid, K. and Viarhelyi, A, (1992} Litekten av
generctl hastighetsdiimpning i t#torl, Resultat av ct storskalipt
forstk i Vixjs, 1. Huvudreapport, Lunds ‘Tekniske Hogskola,
Lnstitutionen (8¢ trafikteknik, Lund, Sweden,

Johannessen, S, (1985) Rundkjoringer. Forslag il retning-
slinjer basevt pd data om 35 rundkjeringer, Rapport STEFG3
ABS5008. SINTEF Samiferdselsieknikk, 1985, Trondheim, Norway.

Jorgensen, N. O, (19913 Rundkerslers kapacitet og sikkerhed.
Dokminentasjonsrapporl. Danmarks Tekniske Hejskole, Instifut
for veje, tralik op byplan, Kebeohavn, Desmark.

Jorgensen, E. and Jergensen, N. O. {1992} Er der mere nyt
om rondkersler? Dask Vejridsshvift, 12, 25-31.

Jargensen, E. and Jorgensen, N. O. {1994) Sikkerhed { nyere
danske rundkersler.  Proceedings Trafikdage  ved  Aalborg
Universitets Center (AUC), 28-30 August, pp. 191-158.

Kristiansen, P. (1992) Erfaringer med rundkjeringer i
Akershus. Statens vegvesen Akershus, Oslo, Norway.

Lahrmann, H. (1981} Rundkersler: Trafiksikkerhed, geomet-
risk udformning, kapaciiel. Vejdirektoratet, Sekretariatet for
Sikkerhedsltenmende Vejforanstaltninger, Nestved, Denmark.

Laulani, N., (1975) The impact on accidents of the introdnetion
of mini, small and larpe roundabonts at major/minor priority
junctions. Traffic Engincering and Control, 16, 560581,

Nygaard, H. C. (1988) Erfaringer med rundkjoringer i
Akershus. Statens vegvesen Akershus, Oslo, Norway.

Oslo Veivesen (1995) Ulykkesanalyse. Rundkjoringer i Qslo,
Oslo Veivesen Trafikksikkerhetskontoret, Oslo, Norway,

Schnill, R., Haller, W. and Von Liibke, H. Sicherheitsanliegen
bei der Umgestaltung von Kootenpunkten in  Stidien.
Forschungsberichte der Bundesanstalt fiir Strassenwesen {BASt)
253. DBundesanstalt fiir Strassemwesen, Bergisch-Gladbach,
Germany.

Schoon, C. C. and Van Minnen, J. (1993} Ongevallen op
rotondes II Tweede onderzoek naar de onveitigheid van rotondes
vooral voor fietsers en bromficisers. I-93-16, Stichting
Wetenschappelilk  Onderzoek  Verkeersveiligheid, SWOY,
Leidschendam, Netherlands.

Seim, . {1994} Analyse av kryssulykker i Akershus fylke
1990-93. Hovedoppgave i samferdselstcknikk. Institnit for samf-
erdselstekniltk, Norges Tekniske HopskoleTrondheim, Norway.

Senneset, G. {1983) Rnndkjsringer. Del If Hovedrapport.
Erfaringer fra utvalpte rundkjeringer | Norge, Rapport STFA3
A83001 IL. SINTEF Samferdselsteknikk, Trondheim, Norway.

Tudge, IL. T. (1950} Accidents at ronudabonts in MNew South
Wales. Proceedings of the §5th ARRB Conference, Part 5, 33{—345.
Australian Road Research Board, Vermont South, Anstralia.

VanMinnen, J. (1990) Ongevallen op rotondes. Vergelijkende
stndie van de onveiligheid op een aantal locaties waar een kruispunt
werd vervangen door een “nieuwe” rotonde. R-90-47. Stichting
Wetenschappelijk  Onderzoek  Verkeersveiligheid, SWOV,
Leidschendam, Netherlunds.

Voss, H. {1994} Zur Verkehrssicherheit inncnértlicher
Knolenpunkte. Zeitsehrift filr Verkehrssicherheit, 40, 58-72,

Blackspot treatment

Boyle, A.J. and Wright, C, C, (1984} Accident “migration”
alter remedial treatment at accident blackspots, Traffic Engineering
and Coniraf, 25, 260-267,

Christensen, P, (1988} Utbedringer av ulykkespunkter pa
riksveger og  kommunale wveper 1 perioden  1976--1983.
Erfaringsrapport, Tl-rapport 0008, Tmnsportskonomisk
[nstitutt, Oslo,

Corben, B, F., Ambrose, C. and Wai, F. C. {1990} Evaluation
of accident black spot treatments. Report 11. Monash University,
Melbourne, Australia, Accident Research Centre, 1990,

Dearinger, I. A. and Hutchinson, J. W, {1970) Cross Section
und Pavement Surface, Chapter 7 of Traific Control and Roadway
Elements—Their Relationship to Highway Salety, Revised Ediliou.
Highway Users Federation for Safety and Mobilily, Washinglon
DC.

Dufl, LT, {1971) The eilect of small read improvement!s on
accidents. Traffie Engincering and Controf, 12, 244-245,

Elvik, R, (1985) Regresjonsellekt i ulykkespunkter. En empir-

sk undersokelse pd riksveger i Vest-Agder, Arbeidsdokument av
9.9.1985 {progjekl O-1146}, Transportekonomisk Instituit, Oslo,

Exnicios. J. F. { 1967) Acaident reduction through channeliza-
tionr of complex intersections. in fmproved Street Utilization
Throuph Thaffie  Engincering, pp. 160-185. Highway Research
Board, Specia Report 93, Highway Research Board, Washinpton
DC.

Flapstad, K. {1990} For-etler analyse av tralikksikkerhetstil-
tak | Dergen. Hovedopppave i samlerdselsteknikk. lostitutt For
samferdselsteknikk, Trondheim, Norges Tekniske Hapskole,

Gregory, M. and Jarrett, D. F. (1994} The long-term analysis
of accident remedial measures at high-risk sites in Essex. Thaffic
Engineering and Contrel, 35, 811

Hammer, C.G, {1969) Evaluation of minor improveinents.
Highway Research Record, 286, 33-45,

Hatherly, L.W. and Lamb, D. R. (971} Accident prevention
in London by road surluce improvements. Traffic Engineering and
Controd, 12, 524529,

Hatherly, L.W. and Young, A. E. {1977} The location and
treatment of urban skidding hazard sites. Transportation Research
Record, 6§23, 21-28.

Holmskov, O. and Lahrmann, H. (1993} Er soripletbekzni-
pelse vejen frem? Dansk Vejtidsskrift, 2, 3-9.

Hvoslef, H. (1974} Trafikksikkerhet i Oslo. Problemstilling,
analyse og lesninger. Oslo veivesen, Oslo, Norway.

Jargensen, E. (1979) Sikkerhedsmassig effekt af’ mindre
anlegsarbejder,  Effektstudie, Sekretanatet for Sikkerheds-
fremmende Yejforanstaltninger, Nasived, Denmark,
Vejdircktoratet.

Karr, 3. L. (1972) Evaluation of minor imiprovements-—part
8, grooved puvemenis. Final Report. Reporl CA-HY-TR-2151-
4-71-00. Californiz Division of Highways, Sacramenio, CA.

Kolster Pedersen, 8., Knimala, R., Eivestad, R,, Tvarsson, 1.
and Thnresson, L. (1992} Trafiksikerheisatgirder i Ydg- och
Gatumiljd. Exempel biintade frdn de nordiska landerna nnder
1580-talet. Wonrdiske Seminar- og Arbejdsrapporter 1592, p. 607.
Ministerrad, Ksbenhavn, Nordisk.

Lalani, N. {1991) Comprehensive Safety Program Produces
Dramatic Results. TTE-Jowrnal, October, 31-34.

Legassick, R. {1995) The case for ronte studies in road traffic
accident analysis investigations. Paper presented at the conference
Stratemic Highway Research Progran and Traffic Safety, Prague,
The Czech Repnblic, September 2122, P'reprint for Sessions 21/9.

Lovell, I. and Hauer, E. {1986) The salety eilect of conversion
to all-way stop conirol. Trumsportation Research Record, 1068,
103-107

Malo, A, F, {1967) Signal Modernization. {n: improved Street
Utilization Through Traffic Engincering, pp.96--113. Highway
Research Board, Special Report 93. Highway Research Doard,
Washinglen DhC.

Mountain, L. and Fawaz, B. {1989) The area-wide effects of
enginecriug measnres on road accident ocenrrence, Traffic
Engineering and Conrol, 30, 355360,

Mountain, L. and Fawaz, B. The effects of enpineering
measures on safety sl adjacenl sites. Yraffic Enpineering and
Contraf, 33, 15-22, i

Moenntain, L., Fawaz, B, and Sineng, L. (1992) The assessment
of changes in accident freqnencies on link segments: a companson
of four methods. Traffic Engineering and Control, 33, 429431,

Mounlain, L., Fawaz, B., Wiight, C,, Jarrett, D. and Lupton,
K. (1994) Highway improvements and maintcnance: their eflects
on road accidents. Paper presented ai the 22ud PTRC Swnmar
Anmial Meeting, 12-16 September. Proceedings ol Seminar J.,
pp. 151-16l.

OECD Road Research Gronp (1976} Hazardous Road
Locations, [dentification and Couniermeasures. OECD, Paris.

Persaud, B.N. {1987) “Migration™ of accident risk after
remedial blackspot (reatmenl. Traffic Engineering and Control,
28, 23-26.

Proctor, 5. (1995) An independent review of 3M “Road
Safety” products. Paper presented at the conferesce Stratepic
Higlway Research Program and Traffic Safety, Prague, The Czech
Republic, Seplember 21-22, Preprint for Sessions 22/9.




16 R, Bivik

Retting, ®. A. {1991} [mproving Urban Tralfic Salety: A
Muitidisciplinary Approach. Expericnces From New Yovk City
{983~1989. Prepared in conjunction wilh the Volvo Traflic Salety
Award 1991, Thompson Printing, Beflevilke, NJ.

Slatens vegvesen (1983) Veiledning, Hindbok 115, Analyse
av ulykkessieder, Statens vegvesen, Oslo.

Sorensen, M. (1991} Forsop med serlip afinerkaing al uheld-
skryds, Dansk Vejtidsskrift, 5, 17-19,

Tanburri, T.N., Hammer, C. §., Glennen, I. C. and Lew, A
{1968) Evaluation of minor improvements, Highway Research
Record, 257, 34-19.

‘Vodahl, S. B. and Johannessen, S. (1977) Ulykkesfrekvenser
i kryss. Arbeidsnotat nr 7. Resullater av farjetterundersokelsen.
QOppdragsrapport 178. Norges fekniske Hogskole,
Forskningsgruppen, Instilutt for samferdselsteknikk, Trondheim.

Vore, H. {1992A) Effekt af sortpletbekempelse i Hillermd.
Kebenhavn, Yedirekioratet, Trafiksikkerhedsaldelingen.

Vere, H.(1992B) BEfflekt al sorlpletbekempelse @ Nyborg,
Kebenhavn, Vejdirektoratet, Trafiksikkerhedsafdelingen.

Vers, H, (1992C) Elfekt af sortpletbekmmpelse | Sitkeborp.
Kehenhavn, Vejdirektoratet, Trafiksikkerhedsafdelingen.,

Vers, H. (1992D) Eifekt af sortpletbekempelse i Skrlsker.
Kobenhuvn, Vejdirektoratet, Trafiksikkerhedsafdelinpgen.

Wilson, 1. E. (1967) Simple Types of Intersection
Improvements, In: Improved Street Utilization Through Traffic
Engincering, 144-159. Highway Rescarch Board, Special Report
93. Hiphway Research Board, Washington DC.

Wong, S-Y. (1990} Effectiveness of Pavement Grooving in
Accidenl Reduction, ITE Journal, July, 34-37.

Daytime runhing lights

Allen, M. L and Clark, J. R. {1964) Automobile tunning
lights—a research report. American Jowrnal of Optometry and
Archives of American Academy of Optometry, 4%, 283-3135,

Andersson, K. and Nilsson, G. {1981) The effects on accidents
of compulsory uge of running lights during daylight in Sweden.
VTl-report 208A. Nationat Road and Traffic Research Inslitute,
Linkdping, Sweden.

Andersson, K., Nilsson, G. and Salusjéirvi, M. (1976) Effckt
pa trafikolyckor av rekommenderad och pikaliad anvindning av
varselljus i Finland, YTIl-zapport 102. Statens vipg- och trafikinsti-
tut, Link&ping, Sweden.

Arora, H., Collard, D., Robbins, G., Welbourue, E. R. and
White, J. G. (1994} Eflectivencss of Daylime Running Lights in
Canada. Report TP 12298 {E). Transpor{ Canada, Ottawa,
Cunada.

Attwood, D. A. (1981} The Pofential of Daytime Running
Liphts as a Vehicle Collision Counternmeasure. SAE Technical
Paper 810190. Society of Antomotive Engineers, Warrendale, PA,

Cauniilli, E. I. (1965} Daylight “lights-on” plan by port of
New York authority. Traffic Engineeering, 17, December.

Cantilli, EJ. {1970) Accident experience with parking lights
as running lights. Highway Research Record, 332, 1-13.

Elvik, R. (1993) The effcets on accidents of compulsory nse
of daytime running lights for cars in Norway, dccident Analysis
and Prevention, 25, 383-398.

Hansen, L. K. {1993) Karelys i Danmark. Effiektvurdering al
pabudt kerelys i dagtimerme. Notat 2/1993. Ridet for
Trafiksikkerhedsforskning, Kebenhavn, Denmark.

Hansen, L. K. (1995) Karelys. Effektvurdering bascret pd
uheldstal efter knap 3 &rs erfaring med karelys. Arbejdsrapport
I/, 1993, RAdet for Trafiksikkerhedsforskning, - Kobenhavn,
Denmark.

Hocherman, I. and Hakkert, A. 8. (1991) The use of daytine
running lights during the winter months in isracl—evaluation of
a campaign. Proccedings of the third workshop of ICTCT in
Cracow, Poland, November 19903, pp. 123--131. Bulletin 94,
University of Lund, Sweden, Lund Inslitute of Technology,
Department of Trallic Plaonniug and Engineering,.

Hollo, P. {1993) Changes of the DRL-regniations and their
effect an traffic safety in Hungary. Paper preseiied at the conference
Strategic Higlway Safety Program and Traffic Safety, Prague, The
Czech Republic, September 20-22, 1995, Preprint for sessions on
September 21.

Euratorivm  fir  Verkehrssicherheit  (1993)  lastitut fir
Yerkehrstechnik und Unfallstatistik. Faliren mit Lichi—auch am
Tag. Analyse der verkehrsunfilic beim Krafiwapendienst der
Osterreichischer Bundesbahnen und bei der Osterreichischen Post-
und Telegraphenverwaltung pach EinlGhrung der Verwendung des
Abblendlichies auch am Toag, Wicn, Austria, August.

Sparks, G. A., Neudotf, R. D, and Smith, A. E. {1989} An
analysis of the use ol daytime running lights in {he CVYA fleet in
Saskatchewan, Traflic Salety Services Department, SaskAuto,
Saskatoon, Saskatchewan,

Sparks, G.A., Neudorf, R. D., Smith, A. E., Wapman, K. R,
and Zador, P, L. {1993} The eflect of daytime running lights on
crashes between two vehicles in Saskatehewan: a study of a
government Reet. decident dualpsis and Prevention, 15, 619-625.

Stein, H. (1985) Fleet Experience with Daylime Running
Lights in the United States. SAE Technical Paper 851239, Society
of Automoltive Enpincers, Warrendale, PA.

Vaaje, T, {1986) Kjorelys om dapen reduscrer ulykkestullene.
Arbeidsdokument av  15.8,1986, -38 CRASH. Trans-
portekonomisk institutt, Oslo, Norway.

Seat belts

Bohlin, N. I {1967} A Statistical Analysis of 28,000 Accident
Cases with Emphasis on Occupant Restrainl Value. SAE Technical
Paper 670925, Society of Automotive Engineers, New York, NY
{reprinted 1968},

Bickstrdm, C-G., Andersson, C-E,, Forsman, E. and Nilsson,
I-E. {1974) Road sccidents with SAAR 99. Journa! of Traffic
Medicine, 2 (1), 1-5.

Cameron, M. H. (1981} The effect of seat belts on minor and
severe injuries measured on the abbreviated injury scale. Accident
Anatysis and Prevention, 13, 17-27.

Conn, }. M., Chorba, T. L., Peterson, T. D., Rhodes, I'. and
Annest, §. L. Effectiveness of safety-belt use: A study using
hospital-based data [or nonfatal motor-vehicle crashes. Jowrnal of
Safety Research, 24, 223-232.

Dalgaard, J. B. {1977) Drebt i bil. Ulykkesdrsager og sele-
virkning. Fn trafikinedicinsk undersegeise, Arhus, Denniark,
Retsmedicingk institut.

Danmarks Statistik {1977} Ferdselsuheld 1976. Kap 4,
Analyse  af sikkerhedsselens skadeforebyggende  virkning.
Danmarks Statistik, Kebenhavn, Denmark.

Desn, J. M., Reading, J. C. and Nechodom, P, 1. {1995}
Overreporting and measured ellectiveness of seat belts in motor
vehicle crashes in Utah. Trausporfation Researeh Recerd, 1485,
186191,

Elvik, R. (1995} Virkninger av bilbelter i Norge.
Arbeidsdokument TST/0667/95. Transportekonomisk institntt,
Oslo.

Bvans, L. (1986} The effectiveness of safety belts in preventing
fatalities, Accident Analysis and Prevention, 18, 229-241,

Evans, L. {1988) Rear seat restraint system ellecliveness in
preventing fatalities. Accidens Analysis and Prevention, 20, 129--136.

Evans, L. (1996) Safcty-belt eflectivensss: the infinence ol
crash severity and sclective recruitment. Aceident Analysis and
Prevention, 28, 423433,

Hartemann, F., Thomas, C., Henry, C,, Foret-Bruno, I-Y.,
Faverjon, G., Tarriere, C., Got, C, and Patel, A, (1977} Belted or
nat-belted: The only difference between two inatched samples of
200 car ovcupants, Paper 770917, Proceedings of Twenty-First
Stapp Car Crash Conference, pp. 97-150.

Hohbs, C. A. (1978) The elfectiveness of seat belts in reducing
injurics to car occupants. TRRL Laboratory Report 811, Transport
and Road Research Labotatory, Crowthorne, Berkshire.

Hobbs, C. A. (1981} Car occupant injury patierns and mecha-
nisms. TRRL Supplementary Report 648, Trassport and Road
research Laboratory, Crowthorne, Derkshire.

Hobbs, C. A and Mills, P. 1. {1984} Injury probability for
car occupants in [rontal and side impacts. TRRL Laboratory
Report 1§24. Transport and Road Research Laboratory,
Crowthorne, Rerkshire,

Huelke, D. F. and Compton, C. P. The eflects of seat belis
on injury severity of {ront and reur seat occupants in the same
froutal crash. Accident Analpsis wid Preveation, 27, 835-838.




Road safely evaluation studies - {17

Huelke, D, ¥,, Lawson, T. E., Scott, R. and Marsh, J. C.
(1977} The eflfeciiveness of belt systoms in frontal and rollover
crashes, Jowrnal of Traffic Medicine, 5{1), 8-21.

Kahane, C, J, (1974) Usape and Effectivencss of Seat and
Shoulder Bells in Rural Pennsylvania Accidents. NHTSA Techaical
Note DOT HS-8¢1 398, US Departownt of Transportation,
National Hiphway Trallic Safety Administration, Washinglon DC.

Kratlt, M., Nygren, C. and Tingvall, C. {1990} Rear seat
acenpant protection. A study of children and adulls in the rear
seat of cars in relation to mestraint use and characteristics, Journal
of Traffic Medicine, 18 (2}, 51-60.

Maghsoodlioo, 8., Brown, D. B. and Shieh, Y-1. {1989} A
quantification of the impact ol resiraining systemis on passenger
safety. Journal of Safety Research, 20, 115-128.

Norin, H., Nilsson-Ehle, A., Saretek, E. and Tingvall, C.
(1980} injury—reducing effecl of seal bells on rear seat passengers.
Volve Cur Corporation and The Swedish Road Safety Oflice,
Goteborg and Borldnge, Sweden.

Partyka, 5. C. (1979) Fatal sccidents in the [irst filteen months
of the National Crash Severity Study. Proceedings of Twenty-Third
Conference of the dinerican Association for Awtomotive Medicine,
pp. 77-89, Louisville, XY, October 3-6.

Partyka, S. C. (1988) Papers onn Adult Seat Delts—
Effectiveness and Use. Report DOT HS 807 285. US Department
of Trausportation, Nulivnal Highway Trafic Safety
Administration, Washington DC.

Perchonok, K., Ranney, T. A., Bawm 8., Mornis, D. F. and
Eppich, 1. D. (1978} Hazardous Elects of Highway Features and
Readside Objects. Volnme 2: Findings. Report FHWA-RD-78-202.
US Department of Traosportution, Federal Hiphway
Administration, Washington.

Reinfurt, D. W, Silva, C. Z. and Seila, A. T, {1976} A
Statistical Analysis of Scat Belt Effectiveness in 1973-75 Model
Cars Involved in Towaway Crashes. Report DOT-HS-5-31253, US
Department of Transportation, WNational Highway Traffic Safety
Administration, Washinpgton DC.

Sabey, D. E., Grant, B. E. and Hobbs, C. A. {1977} Alieviation
of injuries by nse of seat belts. TRRL Supplementary Report 289,
Transport and Road Rescarch Laboratory, Crowthome, Berkshire,

Themas, C., Faverjon, G., Henry, C,, Tarriere, C,, Got, C.-

and Patel, A. {1980) Comparativc sindy of 1624 belted and 3242
non-belted occupants: results on the cficctiveness of seat belts,
FProceedings of the Twemty-Fourth Conference of the American
Assacigtion for Autemotive Medicine, pp. 422-436, October 7-9,
Teoomath, J. B. {1%77) Compuisory seat belt legistation in

New Zealand, Proceedings of the Sixth International Conference of

the International Asspeiation for dcgident and Traffic Medicine,
pp- 21-39, Melhoume, Australia, January 31-February 4, 1977,

Tunbridge, R. 1., Everest, I. T., Wild, B. . and Johnstone,
R. A, (I1988) An in-depth sludy of road acciden! casualties and
their injury patterns. Research Report 136. Transport and Road
Research Leboratory, Crowthorne, Derkshire.

Periodie motor vehicle inspection

Berp, G., Danielssor, 8. and Jnnpghard, O, (1984}
Trafiksikerhet och periodisk fordonskoniroil. ¥TI-rapport 281.
Vip- och Trafiklnsiitntet, Linkiping, Sweden.

Buxbaum, R.C, and Coiton, T, {1966) Relationship ol motor
vehicle inspection to accident morlality. Jownal of the American
Medical Association, 197, 31-36,

Colton, T. and Buxbaum, R. C. (1968} Molor vehicle inspec-
tion and accideut mortality. American Journal of Public Health,
58, 109-1099.

Crain, W. M. (1980) Vehicle Safety Inspection Systems. How
Effective? AEI studies 258. Awmerican Entreprise lnstitute for Public
Policy Research, Washington DC.

Foldvary, L. A. {1971} A Review ol VYehicle Inspection in
relation (o road salety. Report NR/9. Australian Department of
Transporl, Canberra.

Fosser, 8. (1992} An experimentul evaluation of the effects of
periodic motor vehicle inspeclion on accident rates, Accidens
Anefysis and Prevention, 24, 599-612.

Fuchs, ¥.R. und Leveson, L. {1967) Motor aceident niorlality

and compulsery inspection of vehicles. Jowrnal of the American
Medical Assoviation, 201, 657--661

Littde, W, (19711 Uncertaiadies in evaluating periodic motor
vehicle inspection by deatls rates, decident Analysis and Prevestion,
3, 301313

Losb, P.0D, and Gilad, D. ({984} The eflicacy ond cost-
cflcetiveness of vehicle inspection, Jowrnal of Transport Feanoniics
and Pelicy, 18, 145—164

Mayer, A. i and Houll, T. F. (1963) Motor Vehicic
Inspection. A Report on Current Informiation, Measurement, and
Research, Wayne State University, Institute for Regional and
Urban Studies.

Moses, L. N, and Savage, 1. {1992) The cfiectiveness of motor
carrier safcty audits. Aecident Analysis and Prevention, 24, 475496

Schroer, D.1. and Peylon, W. ¥, {1979) The effects of automo-
hile inspeclions on accident rakes. deefdent Analysiy and Prevention,
Il, 61-68.

VanMatre, 1.G. and Overstreet, G. A. {1981} Motor vehicle
inspaction and accident mortality: A re-examination. Jownal of
Risk and Tnsurance, 48, 423-435,

REFERENCES

Bege, C. B, and Berlin, T, A, {1938} Publication bias: a
problem in interpreting medical data, Jowrnal of the
Royal Statistical Society, Serjes A 151, 3, 419-463.

Blank, R. M. {1991} The eflects of double-blind versus
single-blind reviewing: Experimental evidence {rom the
American Economic Review. dnrerican Econoniic Review
81, 1041-1067.

Campbell, D. T. and Stanley, J, A, (1966} Experimental and
Quasi-Experimental Designs for Research. RuandMc-
Nally, Chicago.

Chalmers, T. C., Smitl, H., Blackburp, B., Silverman, B.,
Schroeder, B,, Reitman, D. and Aunbroz, A. (1981) A
method for assessing the quality of a randomized clinical
trial. Controlled Clinical Trials 2, 31-49.

Cock, T. D. and Campbell, D. T, {1979} Quasi-Experimen-
tation. Design and Analysis Issues for Field Settings.
RandMcNally, Chicago.

Crossen, C. (1994) Tuinted Truth. The Manipulation of Fuct
in America. Simon and Schuster, New York.

Dickersin, K. and Min, Y.-I. {1993) Publication bias: The
problein that won'l go away. danals of the New York
Academy of Sciences, 703, 135-148.

Elvik, R. {1996) A meta-analysis of studies concerning the
safety ellects of daytime rnnning lights on cars, dceident
Analysis ard Prevention 28, 685694,

Elvik, R. (1997) Evaluations of road accident blackspot
treatment: A case of the Iron Law of evaluation studics?.
Accident Analysis and Prevention 29, 191--199,

Eivik, R., Salusjirvi, M. and Syviinen, M. (1993} Peer-
Review of TFB-Funded Research on Road Safety. TFB-
information £1-1993. The Swedish Transport Research
Board, Stockholm.

Evans, L. (1991} Truffic Safety and the Driver. VauNostrand
Reinhold, New York,

Fleiss, 3. L. (1981} Statisticad methods for rates and propor-
tfons, Sccond edition. Wiley, New York.

Hauer, E. (1598) A case [or science-bascd road safety design
and management. Paper presented af Highway Safety At
the Crossroads, San Antonio, TX, March 1988 (Quoled
from manuscript as submitted to the conference}, ed.
R.F. Stammer, Proceedings published by American Soci-
cty of Civil Cngineers,

Light, ’. J. and Pillemer, D. B, {1985} Sunmming Up. The




R, LEivik

113

Science of Reviewing Rescarch. Harvard University
Press, Cambridge.

Milchell, R. C. and Carson R. T. {1989) Using Surveps to
Value Public Goods: The Contingens Valuation Method.
Washington DC, Resources for the Future. The Johns
Hepkins Universily Press, Baltimore.

Rosenthal, R, M, {1991} Meta-analytic Procedures for

Social Research, Revised Edition. Applied  Social
Rescarch Methods, Vol 6. Saupe Publications, Newbury
Park.

Worlman, P, M. {1994) Judping research gquality. In The
Handbook of Research Synthesis, eds. H. Cooper and
L.V. Hedges, pp. 97-109. Russell Sage Foundation,

New York.




	Frontpage

	Facts

	Table of contents

	Appended Papers

	Preface by the Institute of Transport Economics

	Authors preface

	Summary

	Sammendrag

	1 Introduction
	2 Statement of the Problem
	3 A Brief Discussion of Key Concepts
	4 The Arguments of Epistemologic Relativism
	5 The Relevance of Validity in Evaluation Research
	6 Concepts of Validity and Forms of Knowledge
	6.1 The multiplicity of concepts of validity
	6.2 The concept of objective knowledge

	7 The Pitfalls of Informal Research Syntheses
	8 Operational Criteria of Validity
	8.1 Overview
	Statistical conclusion validity
	Theoretical validity
	8.4 Internal validity
	8.5 External validity
	8.6 The relationship between types of validity

	Summary and Discussion of Appended Papers
	Figure 4: Dose-response pattern in effects of median guardrails
	10 Conclusions, Future Prospects and Research Needs
	10.1 Conclusions
	10.2 Future prospects and research needs

	References
	Paper 1

	Paper 2

	Paper 3

	Paper 4

	Paper 5

	Paper 6

	Paper 7




